
cell regeneration observed in adult recov-
ery from bone-marrow aplasia that is
mainly composed of memory CD41 T cells
(18). The trend toward normalization of
CD41 T cells displaying the CD28 co-
stimulatory molecule (8) observed in our
studies reflects the lower CD41 T cell
activation and might allow for some re-
covery from enhanced sensitivity to apo-
ptosis or anergy (19). The loss of memory
CD41 T cell reactivity to recall antigens
was indeed reversible under efficient anti-
viral therapy. This latter observation con-
trasts with the limited benefit for CD41 T
cell function reported with ritonavir
alone, where a weaker reduction in viral
load (–1 log) could only increase preexist-
ing CD41 T cell responses but failed to
restore a lost T cell reactivity to recall
antigens (20). The significant but partial
restoration of CD41 T cell proliferation to
recall antigens that we report might par-
ticipate to the progressive regeneration of
mature peripheral CD41 T cells observed
after the first month of treatment, in
agreement with murine models (21, 22).

This sequence of events suggests that,
in the natural course of a productive in-
fection, HIV activity per se is the driving
force for chronic immune stimulation; the
latter would take part in the defects in
antigen-specific CD41 T cell activation
and proliferation noted in HIV-infected
patients (6, 7). Because such functions are
required for a normal homeostasis of ma-
ture peripheral T cells in adults (21), their
alteration would appear as a key mecha-
nism in HIV-induced CD41 T cell deple-
tion. This impairment of the mature
CD41 cell repopulation process was, in
part, reversible under effective antiviral
treatment, although the balance between
CD41 and CD81 subsets was not yet nor-
malized with CD81 counts still higher
than normal and CD41 counts remaining
below normal thresholds. Earlier or stron-
ger therapeutic interventions should rea-
sonably achieve better reversibility.
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Chemical Coupling Between Atmospheric
Ozone and Particulate Matter

Z. Meng, D. Dabdub, J. H. Seinfeld*

A major fraction of ambient particulate matter arises from atmospheric gas-to-particle
conversion. Attempts to reduce particulate matter levels require control of the same
organic and nitrogen oxide (NOx) emissions that are precursors to urban and regional
ozone formation. Modeling of the gas-aerosol chemical interactions that govern levels
of particulate components showed that control of gas-phase organic and NOx precursors
does not lead to proportionate reductions of the gas-phase–derived components of
atmospheric particles. The chemical coupling between ozone and particulate matter has
implications for strategies to achieve the new ozone and particulate matter standards
proposed by the U.S. Environmental Protection Agency.

Ozone has historically been regarded as the
principal urban and regional air quality prob-
lem in the United States (1). Epidemiologi-
cal evidence that urban mortality rates are
correlated with mass concentration of fine
particulate matter has now focused intense
interest on reducing levels of airborne parti-
cles (2). In November 1996, the U.S. Envi-
ronmental Protection Agency (EPA) pro-
posed new ozone (O3) and particulate matter
air quality standards (3). Because exposure to
lower O3 concentrations over longer periods
of time than the current standard (0.12 parts
per million averaged over a 1-hour period) is
deemed to be of primary relevance, EPA
proposed to lower the O3 standard to 0.08
ppm averaged over an 8-hour period. EPA
also proposed to revise the existing particu-
late matter (PM) standard to add two new
PM2.5 (particulate matter of diameter less
than or equal to 2.5 mm) standards set at 15

mg m23 for the annual mean, and 50 mg m23

over a 24-hour period. Hundreds of counties
in the United States in addition to those
already in violation of the current standards
are estimated to violate either or both of the
new O3 and PM standards (4).

Ozone and PM have traditionally been
considered as separate problems. However,
O3 and PM are chemically coupled, and this
coupling is of profound importance in un-
derstanding processes that control the lev-
els of both. Urban and regional ozone
abatement strategies have, for more than a
decade, been evaluated with three-dimen-
sional atmospheric models by the EPA and
state and local agencies (1). We report here
the application of a three-dimensional, size-
and chemically resolved gas-aerosol model
to examine how the chemical coupling that
exists between O3 and PM influences joint
control of the two classes of pollutants.

The common components of atmospheric
particles, such as sulfate (SO4

22), nitrate
(NO3

2), ammonium (NH4
1), organic com-

pounds, crustal material, and water, reach the
particulate phase by several different processes
(Fig. 1). Aside from the direct emission of
particles into the atmosphere, gas-to-particle
conversion processes play an essential role in
determining the mass of airborne PM. Such
processes depend intimately on the organic
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and NOx gas-phase chemistry that generates
ozone (Fig. 2). Gas-phase organic and NOx
chemistry is driven by the hydroxyl (OH)
radical, the levels of which depend on the
mixture of organics and the organic/NOx rel-
ative concentrations (5). Gas-phase conver-
sion of SO2 to aerosol sulfate occurs by means
of the reaction SO2 1 OH, which leads to
H2SO4 vapor molecules that rapidly transfer
to the particulate phase by nucleation or con-
densation on existing aerosol surfaces (6, 7).
In the presence of fogs or clouds, aqueous-
phase conversion of SO2 to sulfate takes
place, for example, by dissolved hydrogen per-
oxide (H2O2) or O3 (8), and H2O2 concen-
trations depend indirectly on the OH concen-
tration. Hydrogen peroxide is itself a gas-
phase product of the HO2-HO2 reaction. A
dominant termination reaction in the photo-
chemical O3 system is the production of nitric
acid

OH 1 NO2 ™3 HNO3 (1)

As the most ubiquitous basic gas in the
atmosphere, ammonia provides a route for
the formation of particulate-phase nitrate
by means of the reversible reaction (9)

NH3(g) 1 HNO3(g)^ NH4NO3(p) (2)

where (g) denotes gas phase and (p) de-
notes particulate phase. Secondary organic
aerosol results when a parent organic mol-
ecule A reacts with OH, O3, or NO3 to
yield semivolatile products that partition
themselves between the gas and aerosol
phases (10).

The major gas-phase sinks of NOx are
HNO3 and peroxyacetyl nitrate (PAN),
CH3C(O)OONO2. Because of its reversible
formation through reaction of peroxyacetyl
radicals CH3C(O)OOz(sometimes denoted
RCO3) and NO2,

CH3C(O)OOz 1

NO2^ CH3C(O)OONO2 (3)

PAN serves as a temporary NOx reservoir.
Once formed, HNO3 may either be re-
moved by deposition or, in the presence of
NH3, form particulate NH4NO3. Gas-
phase photochemistry determines the rel-
ative amounts of HNO3 and PAN formed,
and the amount of NH3 present governs
the subsequent split between HNO3 loss
by deposition and particulate NH4NO3
formation.

Gas-phase HNO3 has a relatively high
affinity to deposit on virtually any surface, a
process termed dry deposition. A layer of
HNO3 uniformly distributed up to a height
of 1 km has a half-life as a result of dry
deposition of about 30 hours (11). Particu-
late NH4NO3, on the other hand, has an
affinity for dry deposition that is about an
order of magnitude less than that of HNO3

(12). Consequently, for a layer of NH4NO3
particles uniformly distributed up to a
height of 1 km, the half-life is an order of
magnitude larger than that of HNO3 vapor.
In its role in converting HNO3 to
NH4NO3, ammonia therefore exerts a di-
rect influence on the airborne lifetime of
nitrate. At low NH3 concentrations, more
of the nitrate remains in the gas phase as
HNO3, where it is subject to dry deposition.
In contrast, at higher concentrations of
NH3, more of the total nitrate is converted
to particulate NH4NO3, and because of the
lower dry deposition rate of particles, the
overall atmospheric lifetime of nitrate is

increased. As HNO3 is removed by dry
deposition, the HNO3/NH3/NH4NO3 equi-
librium can be shifted back toward the gas
phase, causing NH4NO3 to evaporate. Con-
verting NH4NO3 back into HNO3, which is
subject to an enhanced rate of dry deposi-
tion, serves to shorten the overall atmo-
spheric lifetime of oxidized nitrogen.

Three-dimensional urban and regional
ozone models have been in existence for
two decades (13). We report here on the
application of a three-dimensional Eulerian
urban and regional atmospheric model de-
signed to study the dynamics of trace gases
and aerosols (14). Gas-to-particle conver-

Fig. 1. Routes of incorporation of chemical species into atmospheric particulate matter. OC and EC
denote organic and elemental carbon; other species are defined in the text.

Fig. 2. Chemical cou-
pling in the atmospheric
gas, particle, and droplet
phases. Cycling in the
OH-HO2 system gener-
ates tropospheric ozone
(O3) and hydrogen per-
oxide (H2O2), which are
principal oxidants of dis-
solved SO2. Hydroxyl
(OH) levels determine the
rates of oxidation of SO2

and NO2 to sulfuric and
nitric acids, respectively,
which are gas-phase
precursors to aerosol
sulfate and nitrate. Hy-
droxyl (and ozone) at-
tack on organic mole-
cules (denoted by RH in
the figure, where R is an
organic group) contain-
ing seven or more car-
bon atoms can generate
semivolatile secondary
organic aerosol. Dp is
particle diameter and hn is energy of a photon.
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sion is represented by dynamic mass transfer
between the gas and aerosol phases. The
model uses an 80 3 30 rectangular master
grid in the x, y plane. The computational
domain corresponds to an irregular region
within this grid composed of 994 columns
of cells. Each column corresponds to a 5-km
by 5-km region in the x, y plane and ex-
tends 1100 m in height. The columns are
partitioned into five cells in the z direction.
Each cell contains 40 gas-phase chemical
species and 17 aerosol-phase species distrib-
uted over particle-size sections, between
0.04 and 10 mm in diameter.

Ambient particles generally consist of a
mixture of volatile and nonvolatile com-
ponents. Soil material is nonvolatile; ele-
mental and organic carbonaceous species

emitted directly from sources are also as-
sumed to be nonvolatile. In the atmo-
sphere the molecular transfer of volatile
species such as HNO3, NH3, H2O, and
secondary organics between the gas and
particulate phases tends to drive the over-
all gas-aerosol distribution of volatile spe-
cies toward thermodynamic equilibrium.
Water establishes equilibrium virtually in-
stantaneously as compared with the char-
acteristic time scale over which the aero-
sol is evolving, but theory shows that vol-
atile inorganic species such as NH4NO3
may or may not achieve equilibrium rap-
idly, depending on the prevailing temper-
ature, relative humidity, and aerosol sur-
face area (9). Treatment of this approach
to equilibrium for volatile species is an

essential component of the gas-aerosol
model (15).

The South Coast Air Basin of California
(metropolitan Los Angeles), in spite of con-
siderable improvements in air quality over
the last two decades, continues to exhibit
the most severe ozone and particulate mat-
ter air quality problem in the United States.
For this reason, and because this region has
the world’s most extensive gas and particu-
late matter database against which to eval-
uate the performance of atmospheric mod-
els, we examined the chemical coupling
between ozone and PM control in that area.
We performed an extensive test of the per-
formance of the model in simulating avail-
able data on gases and aerosols in the South
Coast Air Basin from 27 to 28 August 1987,
a period during the Southern California Air
Quality Study (SCAQS) that experienced
exceedingly high ozone and PM levels and
for which a comprehensive gas-aerosol da-
tabase exists (16).

Performance of the model in simulating
the 27 to 28 August 1987 episode was an-
alyzed by Meng et al. (17). Figure 3 shows
the observed and predicted levels of O3 and
PM2.5 NO3

2 at the Central Los Angeles
and Riverside monitoring stations. A ques-
tion critical to model application is the
degree of uncertainty in predictions as a
result of uncertainties in model inputs. It is
well established that the most uncertain
input in Los Angeles air pollution modeling
is the volatile organic compound (VOC)
inventory (18). Varying the total area-wide
VOC emissions by 625% produces little
change in PM2.5 levels, so input uncertain-
ties do not appear to affect the use of the
model to explore the phenomenology of
joint control of ozone and PM.

The sensitivity of PM levels to emission
reductions of organics and NOx can be as-
sessed by systematically changing source
emissions by prescribed factors. We consid-
ered a matrix of control strategy cases (Ta-
ble 1). Entries in the table indicate maxi-

Table 1. Maximum 1-hour average concentrations simulated at Riverside, California, on 28 August
1987 for various combinations of VOC and NOx reduction from base estimated 1987 basinwide
emissions. Numbers in parentheses are percentage changes compared with the base case. No NH3
emission reduction is assumed.

NOx
reduction Chemical species

VOC reduction

0% 25% 50%

0% O3 (ppb) 180* 146 (219%) 119 (234%)
HNO3 (ppb) 13.8* 16 (117%) 16 (117%)
PAN (ppb) 13.7* 5.7 (258%) 3.3 (276%)
PM2.5 NO3

2 (mg m23) 97* 119 (123%) 121 (125%)
PM2.5 mass (mg m23) 146* 173 (118%) 175 (119%)

25% O3 (ppb) 175 (22.6%) 172 (24%) 170 (26%)
HNO3 (ppb) 13.4 (23%) 13.8 (0%) 13.6 (21%)
PAN (ppb) 14.3 (14%) 13.6 (21%) 13 (26%)
PM2.5 NO3

2 (mg m23) 87 (210%) 87 (210%) 89 (28%)
PM2.5 mass (mg m23) 133 (29%) 134 (29%) 137 (27%)

50% O3 (ppb) 168 (26%) 150 (217%) 135 (225%)
HNO3 (ppb) 11.5 (217%) 8 (242%) 8.5 (239%)
PAN (ppb) 14.4 (15%) 8.6 (237%) 6.2 (255%)
PM2.5 NO3

2 (mg m23) 76 (221%) 69 (229%) 71 (227%)
PM2.5 mass (mg m23) 120 (218%) 133 (29%) 124 (215%)

*These entries are the model-simulated values at Riverside, California, on 28 August 1987 for the base-case emissions
inventory. Correspondence between the simulated and measured values of O3 and PM2.5 NO3

2 is shown in Fig. 3. The
maximum 1-hour average HNO3 (13.8 parts per billion) occurred at noon. Measurements were reported as 4-hour
averages; from noon to 4 p.m. the observed 4-hour average HNO3 was 5.4 ppb, as compared with the predicted
4-hour average of 6.5 ppb. Maximum total measured PM2.5 mass (4-hour average) was 120 mg m23, as compared
with the maximum 1-hour average prediction of 146 mg m23.

Fig. 3. Observed (data points) and predicted (solid line) concentrations of O3 and PM2.5 NO3
2 at

downtown (central) Los Angeles and Riverside, California, on 27 to 28 August 1987.

Fig. 4. Peak 1-hour average PM2.5 nitrate levels
achieved at Riverside, California, on 28 August
1987 as dependent on the degree of emissions
reduction from the base conditions of the episode.
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mum model- predicted levels of O3, HNO3,
PAN, total PM2.5 mass, and PM2.5 nitrate
mass at Riverside, California, on 28 August
1987. In these simulations, reductions in
NH3 base emissions were not considered.
Reduction in NOx emissions alone is pre-
dicted to lead to a slight decrease in peak
1-hour average O3 levels. This behavior is
consistent with the Basin being in an over-
all NOx-rich state. Reductions in VOC
emissions alone lead to more significant
decreases in maximum O3 levels than
equivalent reductions in NOx.

An important feature of the predicted
response to VOC and NOx reductions is the
behavior of HNO3, PAN, and PM2.5 nitrate
as either NOx or VOC emissions are re-
duced. A 25% reduction in NOx emissions
at the base VOC level is predicted to lead
to only a 3% reduction in peak HNO3, a
4% increase in maximum PAN, and a 10%
reduction in peak PM2.5 nitrate; a 50%
reduction in NOx leads to a 5% increase in
PAN and a 21% reduction in maximum
PM2.5 nitrate. When total NOx is reduced,
less NO2 is available to produce either
HNO3 or PAN (reactions 1 and 3). If OH
and RCO3 radical levels remain un-
changed as NOx is decreased, reactions 1
and 3 predict that both HNO3 and PAN
should decrease accordingly. However, be-
cause HNO3 decreases less than propor-
tionately and PAN actually increases, de-
creases of NOx lead to increases in both
OH and RCO3 levels, a behavior that is
consistent with the region being in an
NOx-rich condition. If RCO3 increases
considerably more than OH, then PAN
levels increase while HNO3 levels exhibit
a modest decrease, but one that is propor-
tionately less than the NOx reduction. As
VOC levels are decreased, at any given
NOx level, PAN concentrations decrease
as a result of the diminished availability of
RCO3 radicals. As less RCO3 is available
to convert NO2 to PAN, more NO2 is
available to react with OH to form HNO3

(though overall OH levels are less than in
the base case). Because of this increase in
HNO3, PM2.5 nitrate also increases. When
production of RCO3 cannot compensate
for the NOx reduction, PAN decreases
also [compare PAN levels at each of 25
and 50% VOC control at 25 and 50%
NOx control (Table 1)]. Whereas our cal-
culations are specific to the South Coast
Air Basin of California, these conclusions
can be expected to hold generally for any
region having similar relative VOC/NOx
levels.

Maximum 1-hour PM2.5 nitrate levels
at Riverside for emission reductions of
NOx only, NH3 only, and NOx and NH3
together (Fig. 4) illustrate the response of
particulate nitrate levels to NH3 emissions
changes, which is indicative of the extent
to which NH3 controls the fixation of
HNO3 vapor to NH4NO3. For reductions
of up to 50%, PM2.5 nitrate reductions are
essentially the same for individual reduc-
tions in NOx or NH3; at the 75% control
level, formation becomes somewhat more
NH3 controlled. That PM2.5 nitrate levels
are substantially decreased when NOx and
NH3 are jointly reduced indicates that
neither HNO3 nor NH3 individually dom-
inates nitrate formation under current
conditions.

Reduction of VOC and NOx emissions
to meet the proposed new standards for O3
and PM in those areas that are in violation
will require expenditures of billions of dol-
lars. Control strategies need to account for
the intricate coupling that exists between
O3 and PM. The results presented here
indicate that control of gas-phase VOC and
NOx precursors generally does not lead to
proportionate reductions of the secondary
components of ambient particulate matter.
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