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The ability of photochemical models to predict observed
coastal chlorine levels and their corresponding effect on
ozone formation is explored. Current sea-spray generation
functions, a comprehensive gas-phase chlorine chemistry
mechanism, and several heterogeneous/multiphase chemical
reactions considered key processes leading to reactive
chlorine formation are added to an airshed model of the
South Coast Air Basin of California. Modeling results reproduce
regional sea-salt particle concentrations. The heterogen-
eous/multiphase chemical reactions do not affect the

rate of hydrochloric acid displacement, nor do they enhance
aerosol nitrate formation. Chlorine levels in the model

are predicted to be an order of magnitude lower than
previously observed values at other coastal regions under
similar conditions, albeit in much better agreement than
previous studies. The results suggest that the inclusion of sea-
salt-derived chlorine chemistry might increase morning
ozone predictions by as much as 12 ppb in coastal regions
and by 4 ppb in the peak domain ozone in the afternoon.
The inclusion of anthropogenic sources of chlorine is
recommended for future studies, as such sources might
elevate ozone predictions even further via direct emission
into polluted regions.

1. Introduction

1.1. Background. For over a decade, increasing attention
has been focused on the role of chlorine atoms (Cl) as
potential oxidants of organic compounds in urban coastal
areas (1—4). However, urban photochemical models have
not included reactions to model chlorine chemistry, as
significant chlorine-atom concentrations were not believed
to develop in these regions (5). Indeed, the reaction of
hydrochloric acid (HCI) with the hydroxyl radical (OH) to
form chlorine atoms is slow, and most of the chlorine present
in fresh sea-salt particles, the principal atmospheric chlorine
reservoir, is expected to enter the gas phase as hydrochloric
acid through displacement by less-volatile and stronger acids
6, 7).

Nonetheless, laboratory studies have shown that sea-salt
particles can undergo chemical reactions to form photo-
chemical chlorine-atom precursors (8). Field studies confirm
the presence of these photolabile chlorine species in coastal
regions. Nonspecific measurements of Cl,*, expected to be
primarily molecular chlorine (Cl;) and some hypochlorous
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acid (HOCI), up to 254 ppt (<127 ppt as Cl,) have been
reported in coastal air (9). Other investigators have made
specific measurements of Cl, as high as 150 ppt at a New
York coastal site (10). In brief, heterogeneous/multiphase
chemical reactions on sea-salt particles might enhance
daytime chlorine-atom levels beyond those predicted solely
due to the gas-phase reaction of hydroxyl radical with
hydrochloric acid.

To determine the influence of chlorine chemistry on an
urban airshed, this manuscript addresses two important
issues: First, can urban photochemical models simulating
sea-salt particle formation and chemistry make first-order
estimates of observed chlorine levels? Second, how do these
chlorine levels affect the formation of ozone in an urban
coastal airshed?

1.2. Chlorine Emissions and the Model Domain. The
Reactive Chlorine Emissions Inventory (RCEI), a global
emissions inventory of reactive chlorine species (defined as
those chlorine-containing species with lifetimes of less than
10 years) (11—13), determined that the majority of chlorine
distributed in the troposphere is found within organochlorine
compounds. Although important on a global scale, the impact
of these species on urban ozone formation, as volatile organic
compounds or chlorine-atom precursors, is neglected due
to their extended lifetimes and low ambient concentrations.

The majority of inorganic chlorine in the troposphere is
found as chloride contained in sea-salt aerosol generated
from ocean—wind and ocean—surf interactions (12—14).
There are few other natural sources of inorganic chlorine,
with exceptions including particulate chloride contained in
wind-blown soils in arid regions and hydrochloric acid
emissions from active volcanoes. Anthropogenic sources of
inorganic chlorine include coal combustion, biomass burn-
ing, and waste incineration. The principal chlorine-contain-
ing byproduct of these activities is hydrochloric acid or
particulate chloride. Industrial sources contribute to reactive
chlorine levels through direct emissions of Cl, and HOCI (15,
16).

The terrain of the South Coast Air Basin of California
(SoCAB) is characterized by extensive urban development
delimited by the forest regions to the north and east and by
the Pacific Ocean to the west. The small semiarid region in
the northwest section of the domain is unlikely to influence
atmospheric chlorine loads significantly compared to the
nearby coast. Semiarid regions in the eastern section of the
domain are too far downwind to impact the chemistry of the
overall basin. Electricity within the basin is generated
primarily by oil/gas-fired and hydroelectric power plants (17).
Given the lack of information on chlorine emissions from
sources such as industrial activity and swimming pools, this
research shall focus on the determination and quantification
of the effect of chlorine originating from the Pacific Ocean
on the air quality of the Greater Los Angeles Metropolitan
Area.

2. Model Description

2.1. Host Model. The host model used for the current study
is based on the California Institute of Technology (Caltech,
CIT) Airshed Model (18—23). In application to the SoCAB,
the horizontal domain of the model is an 80 x 30 grid with
aresolution of 5 km; vertical resolution consists of five layers
up to 1100 m above the surface, sufficient to capture the
inversion base of the model domain. The computational
domain encompasses the major ocean, surf, urban, and rural
regions that influence the air quality of the SoCAB and
contains over 90% of the population of the master domain.
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The model employs the new Caltech Atmospheric Chem-
istry Mechanism (CACM), consisting of 361 chemical reac-
tions and 120 fully integrated gas-phase species. CACM
includes a detailed treatment of volatile organic compound
(VOC) oxidation and has been validated with the August 27—
29, 1987, SCAQS episode (24).

Dynamic aerosol computations simulate the fate of 37
inorganic and organic aerosol species over 8 size bins,
characterized by mass, ranging from 0.039 to 10 um in
diameter. The thermodynamics module Simulating Com-
position of Atmospheric Particles at Equilibrium 2 (SCAPE2)
is used to describe the gas—aerosol partitioning of inorganic
aerosol constituents (25, 26). Partitioning of secondary
organic oxidation products to either an aqueous or an
absorptive organic aerosol phase is determined using a new
thermodynamics module coupled to SCAPE2 (27). Griffin et
al. (24) discuss the performance of the CIT Airshed Model
in simulating the formation and fate of secondary organic
aerosol (SOA) in the SoCAB.

Aerosol particles are modeled using an internally mixed
assumption, i.e., all particles within a size bin are assumed
to have the same composition. This assumption provides
adequate results, particularly in comparisons of measure-
ments of 24-h-averaged concentrations of aerosol constitu-
ents with model predictions (22).

2.2. Sea-Salt Particle Source Functions. Sea-salt aerosol
in the size range pertinent to air-quality studies is produced
primarily from the bursting of air-entrained bubbles from
oceanic whitecaps formed during the breaking of wind-
induced waves (28—37). Direct production of overly large
sea-saltaerosol by spumes is neglected. Open-ocean aerosol
fluxes are calculated using the bubble component of the sea-
spray function of Monahan et al. (38) commonly used in
global atmospheric sea-salt aerosol models (12, 39)

dFy_
g = 1373U, g (1 + 0.057rgg ) x
80

101.198Xp(*32) (1)

where B = (0.380 — log rgp)/0.650. dFn-open/drgo represents
the number of particles generated per unit area of ocean/sea
surface per second per unit increment in droplet radius at
a reference relative humidity of 80%, rg. Uy is the wind
speed, in meters per second, at an elevation of 10 meters
from the water surface. The corresponding units of eq 1 are
particles per square meter per second per micron. This open-
ocean source function applies to particles with radii between
0.8 and 10 um at 80% RH.

Recent investigations report sea-salt aerosol concentra-
tions in the surf zone 1—-2 orders higher than the oceanic
background (40). In this littoral region, wave breaking is
dominated by interactions with the sea bottom surface.
Extensive, near-complete whitecap coverage can develop
even at very low wind speeds. Models of coastal aerosol
transport suggest that surf-zone particles and their dispersion
into higher levels must be considered in photochemical
models including reactions on sea-salt aerosol (41). De Leeuw
et al. (40) developed an expression suitable for the flux of
surf-zone aerosol to the coastal boundary layer

dFN— rf -

—dDz“ =1.1 x 107e"#Vup 165 )
where dFn-sui/dDg represents the number of particles
generated per unit area of ocean/sea surface per second per
unit increment in droplet diameter at formation, Do. The
units of eq 2 are particles per square meter per second per
micron. Equation 2 is applicable for wind speeds up to 9 m/s
and for particles with diameters at formation between 1.6
and 20 um.
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Upon ejection, sea-salt particles have a composition
similar to that of seawater. SCAPE2 predicts evaporation and
condensation rates of water on aerosol particles accounting
for relative humidity, temperature, and composition. It is
more consistent with the modeling framework to generate
particles in their natural form and allow the model to establish
their fate. Using the relations (32, 34)

drg —0.024
d_ro = O.506I’0 (3)
and
dry, 1
o, 2 )

where rq is the radius at formation, the open-ocean source
function is converted accordingly to

dFN—Open _ dFN—Open % ﬂ (5)
dD, drg, dr, dD,

The open-ocean and surf-zone source functions incor-
porated into the airshed model simulate sea-salt aerosol
production in a surf-zone span of ~230 km and an open-
ocean region of ~3850 km? within the computational domain.
The width of the surf zone was estimated at 100 m, on the
higher end of values observed by De Leeuw and co-workers
(40). However, the model will be unable to capture a portion
of particles initially formed beyond the upper diameter limit
of the model (10 #m) that will decrease in size to the modeled
range when reaching equilibrium with the ambient relative
humidity. These compensating effects allow for adequate
reproduction of sea-salt aerosol mass.

2.3. Gas-Phase Chlorine Chemistry Mechanism. Twelve
gas-phase species and 83 gas-phase reactions have been
added to the host model to represent the chemistry of
photochemically active chlorine-containing gases derived
from sea-salt particles. The rate constants of these reactions
reflect the most recent recommendations from IUPAC (42,
43) and NASA/JPL (44, 45) evaluations. These values were
corroborated and updated with the latest published results
for the oxidation of VOCs by chlorine atoms in the atmosphere
(46—51). The products of isoprene oxidation by Cl atoms
were assumed reflecting current knowledge of the mechanism
(52, 53).

The gas-phase chlorine chemistry mechanism includes 8
photolysis reactions (Cl,, HOCI, CINO, CINO,, CIONO,, OCIO,
CIONO, HCOCI), 35 inorganic reactions, the chlorine-atom-
initiated oxidation reactions of 14 organic compounds
(methane, C,—Cs alkanes, C;—C;, alkanes, >C;, alkanes,
ethene, C3—Cg alkenes, >Cg alkenes, methanol, ethanol, =C,
alcohols, MTBE, C;—Cg ketones, >Cg ketones, isoprene), and
26 intermediate organic reactions

2.4, Heterogeneous/Multiphase Chemical Reactions. The
distinction between heterogeneous and multiphase reactions
in the field of atmospheric sciences is subtle (54). In
accordance with common practice, aqueous-phase modeling
shall refer to modeling of species solely in an aqueous phase
or previously transported from the gas phase, i.e., multiphase
modeling. The results of Knipping et al. (55) suggest that
interfacial reactions confined to gas—liquid interfaces in-
volving gas-phase species, in addition to reactions occurring
on solid surfaces, should also be considered as heterogeneous
reactions.

In the current study, apart from several equilibrium
expressions, aqueous-phase chemical reactions are absent
from the computations. Heterogeneous/multiphase chem-
istry is treated excluding reactions occurring in the bulk



aqueous component of atmospheric aerosol particles. Al-
ternatively, key heterogeneous/multiphase reactions are
parametrized to obtain a first-order estimate of chlorine
production due to the chemical processing of sea-salt aerosol
in urban coastal regions. For the purpose of exploring halogen
activation, the composition and water content of urban
aerosol might limit aqueous-phase chemistry modeling to
the marine-origin component of an external aerosol mixture.
(The incorporation of aqueous-phase chemistry into an
externally mixed aerosol model is beyond the scope of this
study.) Many photochemical models that include aqueous-
phase reactions limit the scope of their studies to simulations
of the marine boundary layer and clouds (56—60).

There is strong evidence in support of a mechanism of
chlorine formation initiated by the heterogeneous reaction
of the hydroxyl radical with chloride ions at the gas—liquid
interface of deliquesced salt particles (55, 61).

OH(gas) + CI_(aerosoI) g 1/2C|2(gas) + OH_(aerosoI) (6)

Knipping and Dabdub (62) determined an overall expression
for the rate of reaction 6 using the collision uptake expression

_qdiC] -
6 E dt - YSZA[OH] (7)

where w is the mean molecular speed of an OH particle and
A is the particle surface area. ys is the reactive uptake
coefficient given by

7s = 0.04[Cl'] ®)

where the constant (0.04) has units of M~*. A dependency on
the CI~ concentration in ys is necessary to enhance the
reaction as the particles become more concentrated and to
quench the reaction as the particles become depleted in
chloride. The reader is referred to the original manuscript of
Knipping and Dabdub (62) for acomplete discussion on the
methodology, including assumptions and uncertainties, used
to reach this expression.

The multiphase reactions of dinitrogen pentoxide (N,Os)
(63—66) and chlorine nitrate (CIONO;) (67, 68) with sea-salt
particles are also included in the model mechanism

N205(gas) + Cr(a\erosol) - CINOZ(gas) + Nosi(aerosol) (9)
CIONOZ(gas) + CI_(aerosol) - CI2(gas) + NO3_(aerosoI) (10)

These reactions also release chlorine into the atmosphere in
forms that photolyze and generate chlorine atoms. Aqueous-
phase models (56—59) simulate these reactions by transfer-
ring the species into sea-salt particles using the mass-transfer
method of Schwartz (69). The species are assumed to
hydrolyze, react with chloride, or react with bromide following
a partitioning scheme developed by Behnke and co-workers
(64, 70). Stratospheric models use complex phenomenological
uptake models not amenable to urban conditions to deter-
mine the uptake coefficients of reactions similar to reactions
9 and 10 (44, 45, 71-75).

The method employed by the marine boundary layer
models appears promising once a full aqueous-phase and
external mixture is incorporated into the model. In the
interim, the rates of reactions 9 and 10 were approximated
using an expression analogous to eq 7 but with ys =0.02[CI].
As the model has been modified to investigate only sea-salt
interactions, the hydrolysis reactions of N,Os and CIONO,
are not included in the simulations.

The reaction of the nitrate radical, akey nighttime oxidant
in urban regions, on sea-salt particles

Nos(gas) + CI_(aerosoI) — 1/2Cl ) + NOS_(aerosol) (11)

2(gas
is added to the other reactions in a sensitivity simulation to
gain insightinto the effect of a potential nocturnal mechanism
for chlorine release from sea-salt particles. The possibility of
this reaction occurring, and the extent to which it might
occur, is uncertain. This reaction is modeled in a fashion
similar to reactions 9 and 10.

Included in the SCAPE2 thermodynamic module (25, 26)
of the CIT Airshed Model are several heterogeneous/
multiphase equilibrium expressions that account for HCI
displacement by less-volatile and stronger acids, such as nitric
and sulfuric acids. These reactions can be summarized as
follows

HNO3(gas) + XCI(aerosol) = HCI(gas) + XNO3(aerosol) (12)
HZSO4(gas) + 2XCI(aerosol) = 2Hc'(gas) + XZSO4(aerosoI) (13)
H2SO4(gas) + XCI(aerosoI) = HCI(gas) + XHSO4(aerosoI) (14)

where X denotes a cation such as Na*, NH,*, K*, or H". Other
equilibrium reactions are included in the SCAPE2 module
that form diprotic salts (involving Mg?" and Ca?"), in addition
to further reactions that form carbonate and bicarbonate
salts.

The reaction of hydrochloric acid with the hydroxyl radical
in the gas phase

HCl + OH — Cl + H,0 (15)

is relatively slow. Therefore, although most of the chloride
is expected to exit the sea-salt particles as HCI by reactions
12—14,itisreactions 6 and 9—11 that are expected to enhance
chlorine radical concentrations in the model because of their
highly photolyzable gaseous products.

2.5. Meteorology and Emissions. Air-quality simulations
of conditions from September 8, 1993, (0000 PST) to
September 9, 1993, (2400 PST) are performed in this study.
September 8, 1993, is used as a model spin-up day to decrease
the importance of model artifacts (initial conditions, bound-
ary conditions) in the predictions of results presented for
September 9, 1993.

During the episode, conditions were sunny and hot, with
peak temperatures in the eastern region of the domain
exceeding 40 °C, leading to enhanced photooxidation rates.
Typical wind speeds during the scenario ranged from 1 to
3 m s, with higher wind speeds experienced during early
afternoon. Typical relative humidity near the surf zone ranged
from 70 to 90%, with a higher relative humidity present during
milder nocturnal hours. Meteorological data for this episode
were supplied from hourly observations gathered by the
South Coast Air Quality Management District (SCAQMD) (23).
The derivation of hourly gridded meteorological fields for
relative humidity, temperature, ultraviolet radiation, and total
solar radiation follows the method described by Harley et al.
(20). Fraser et al. (76) describe the methodologies used to
generate hourly three-dimensional wind fields and hourly
mixing-depth fields that accurately represent the base height
of the temperature inversion prevailing over the Los Angeles
area.

Hourly gridded gas and particulate emissions inventories
for this episode were supplied directly by the South Coast
Air Quality Management District (23), except for sea-salt
particle emissions, which were calculated using either the
open-ocean or surf-zone sea-salt particle source functions
described earlier. Hourly aerosol emissions are apportioned
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FIGURE 1. Ground-level ozone mixing-ratio contours for September 9, 1993 (all values in parts per billion). Shown are diagrams illustrating
the mixing ratio value predicted by the base-case simulation at (a) 1000, (b) 1200, (c) 1500, and (d) 1800 PST.

into eight size sections, and the appropriate mass of each
species is placed into the proper size bin of the corresponding
cell (76).

3. Simulations and Results

3.1. Base-Case Simulation. A base-case simulation was
performed to evaluate the effect of sea-salt-derived chlorine
chemistry. The results of this simulation provide abenchmark
of ozone predictions without the effect of the added chemical
reactions, i.e., the complete gas-phase chlorine chemistry
mechanism and four of the heterogeneous/multiphase
reactions (6, 9—11). Equilibrium reactions (12—14) treated
by the SCAPE2 thermodynamic module were included in
these simulations to account for chloride depletion due to
HCI displacement by less-volatile stronger acids. The newly
incorporated sea-salt particle source functions were also
included in the base-case simulation.

Griffin et al. have evaluated the adequacy of the CIT
Airshed Model in representing Os, NOy, and VOC levels for
the September 8—9, 1993, episode (23), essentially reproduc-
ing the base-case simulation. The authors concluded the
evolution of these species is predicted with accuracy
consistent with that of previous simulations of the SCAQS
episode (24) used to validate the CACM chemical mechanism.
Nonetheless, Figure 1 manifests the complexity of the air-
quality episode selected for this study. Ozone contour plots
illustrate the characteristic increase of ozone throughout the
eastern region of the domain as the day progresses. Low
0zone mixing ratios in the center region of the domain are
attributed to NOy titration of ozone by the model. Investiga-
tions of the conversion of nitric acid into photochemically
active NOy suggest that the inclusion of “renoxification” might
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provide a means for reconciling modeled ozone predictions
with observations in this region (77).

The eastern boundary of the domain retains elevated
nighttime ozone mixing ratios for two reasons. First, nu-
merical models encounter inherent difficulties when simu-
lating meteorological conditions at the mountainous bound-
ary of the computational domain. Second, Griffin et al. (23)
have determined that the conventional method used to
calculate vertical eddy diffusivities in the CIT Airshed Model
underpredicts these parameters at the low wind speeds
characteristic of this episode. Indeed, unusually high simu-
lated nighttime concentrations of tracer pollutant and
secondary species are predicted in a large region of the
domain. The underestimation of vertical mixing is attributed
to a lack of consideration of urban heat islands and
mechanical mixing near roadways during the calculation of
diffusion parameters.

The air-quality episode presents several interesting chal-
lenges to the air-quality modeling community. However, the
model is reasonably well-behaved. Ozone mixing ratios in
monitoring stations reached values near 300 ppb during the
episode (78), as predicted by the model. Furthermore, the
overall model response is adequate for the purposes of the
currentstudy, i.e., comparison of the base-case model results
to simulations including chlorine chemistry.

3.2. Sea-Salt Particles Loads. This section presents
characteristics of the sea-salt particle loadings in the South
Coast Air Basin of California as predicted by the CIT Airshed
Model and evaluates the performance of the sea-salt aerosol
source functions. Values are presented for the “Case Cl Chem”
simulation, a scenario similar to the base-case simulation,
now incorporating the complete gas-phase chlorine chem-



TABLE 1. Comparison of Observed and Predicted Ground-Level
24-h-Average Particulate Sodium Concentrations for
September 9, 19932

Long Beach Claremont

PM;5 sodium TSP sodium PM;s sodium TSP sodium
observed 0.50 3.11 0.64 1.09

PM;5 sodium PMjg sodium PM;s sodium  PMjg sodium
modeled 0.91 2.65 0.28 0.62

a All values in ug/m3.

istry mechanism and three heterogeneous/multiphase reac-
tions (reactions 6, 10, and 11).

Sea-salt and aerosol chloride concentrations are domi-
nated by the surf-zone production of sea-spray; the open-
ocean contribution to coastal aerosol concentrations is
negligible. Higher sea-salt aerosol concentrations are gener-
ated in coastal regions that are oriented in line with the
general westerly wind patterns of the air basin as surf-zone-
generated aerosol accumulates in these regions. Although
some sea-salt particles do travel for several tens of kilometers
inland, concentrations are low. Most of the sea-salt aerosol
mass produced in coastal regions is generated as larger
particles that deposit fairly quickly. Table 1 compares
observed versus modeled 24-h-average ground-level par-
ticulate sodium concentrations at locations in Long Beach
and Claremont, approximately 10 km north and 50 km
northeast of the nearest coast. (Modeled values of particulate
sodium and chloride originate wholly from sea-salt aerosol.
Although it is not possible to adjust the measured values of
sodium to reflect only sea-salt sodium, it is reasonable to
infer that, in a coastal region, the majority of the sodium
measured is from the oceanic source.) During the observation,
total suspended particulate matter (TSP) concentrations were
measured instead of actual PMi concentrations. However,
because of gravitational settling of very large particles, most
of the sodium mass should be within the modeled bins
(diameters < 10 um) at fetches this far from the coast. The
results from the comparison suggest that sea-salt particles
are modeled well by the CIT Airshed Model and the newly
integrated sea-salt particles source functions. The under-
estimation of vertical mixing mentioned earlier is a possible
explanation of the prediction of sodium concentrations lower
than observed values at the Claremont site. Near the coast,
vertical mixing disperses aerosol mass to higher layers and
can lead to the dilution of aerosol mass. However, efficient
vertical mixing can enhance downwind concentrations by
reducing the likelihood of deposition in lower layers during
transport, thus allowing for dispersion afterward in the
downwind location of particulate sodium in the upper layers
to the lower layer.

Remote marine boundary-layer aerosol populations have
been observed to consist of approximately 100—300 particles
cm~3, with 5—30 particles cm~ being directly emitted sea-
salt particles (79). Modeled 24-h-averaged oceanic aerosol
size distributions approximately 15 km from the coast are
consistent with the character of a marine aerosol population
influenced by a relatively nearby urban region. Low sea-salt
concentrations are indicative of the low wind speeds of the
episode. The larger size bins consist mostly of marine aerosol
constituents, non-sea-salt (nss) sulfate, nitrate, organics and
unclassified material (e.g., dust). The smaller size bins are
dominated by nss sulfate, organics, and unclassified material.

In model predicted 24-h-averaged coastal aerosol size
distributions, both the urban and marine components of the
distribution are increased compared to the more distant
oceanic distribution. The concentrations of the marine

0.8 1.2 14 1.6 18

FIGURE 2. Model-predicted 24-h-average aerosol mass ratios of
PMy, chloride to PMy, sodium for September 29, 1993. Shown are
results for the lowest model layer, i.e., ground level, extending up
to0 38.5m. Only oceanic sources of sodium and chloride are included
in the analysis. (Fresh sea-salt particle ratio ~ 1.8.)

aerosol constituents in the larger bins are greatly enhanced
as aresult of the surf-zone functions developed by De Leeuw
and co-workers (40) for conditions off the California coast.
These values are consistent with this group’s observation of
enhancement of sea-salt particle concentrations by 1—2
orders of magnitude over the surf region.

A freshly ejected sea-salt particle is expected to have a
mass concentration ratio of chloride to sodium of ~1.8. This
ratio is predicted in the region of strongest sea-salt aerosol
production, the surf zone. Chloride-to-sodium ratios cal-
culated throughout the basin, shown in Figure 2, illustrate
chloride depletion, predicted by the model as a result of
hydrochloric acid displacement, as marine aerosol particles
travel away from their surf-zone source. In the SoCAB,
displacement occurs primarily by nitric acid. The newly added
heterogeneous/multiphase chemical reactions do not sig-
nificantly affect the rate of acid displacement, nor do they
enhance aerosol nitrate formation. (Although the main fate
of reactive chlorine is the formation of HCI, the majority of
HCI still originates from acid displacement.) These results
for an episode in early September 1993, are in qualitative
agreement with observations of chloride deficits, attributed
to displacement by nitric acid, made for another episode in
late September 1996 (6, 7). Chloride depletion is also predicted
in the open because of the transport of pollutants from the
continent (and previously depleted particles) due to sea-
breeze/land-breeze cycles and maritime vessel emissions.

3.3. Model Results: Cl; Levels and Impact of Chlorine
Chemistry on Ozone Formation. Observations of chlorine
levels in the South Coast Air Basin of California have not
been reported. However, the analogous conditions of previ-
ously reported Cl, measurements (9, 10)—on-shore winds
toward coastal regions—allow for comparison with these
model results. As shown in Figure 3, the high chlorine mixing
ratios measured by other investigators cannot be reproduced
by the model. The maximum ground level 1-h-average Cl,
concentration predicted by the Case Cl Chem simulation is
12 ppt, predicted both in the late evening and at predawn.
Although the model predicts mixing ratios an order of
magnitude below observed values, these values represent
an increase by a factor of 30 in the ability to reproduce Cl,
mixing ratios when compared to the maximum ClI;, levels
predicted by the box model of Spicer et al. (10).

Although the Cl; levels predicted here are below observed
values, an analysis of the influence of the sea-salt-derived
chlorine chemistry in this simulation on ozone formation
dynamics is performed by determining the difference
between the mixing ratios predicted in the Case Cl Chem
simulation and the mixing ratios predicted in the base-case
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FIGURE 3. Ground-level chlorine (Cl,) mixing ratio contours for September 9, 1993 (all values in parts per billion). Shown are diagrams
illustrating the mixing ratio value predicted by the Case Cl Chem simulation at (left) 2200 and (right) 0800 PST.
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FIGURE 4. Ground-level ozone mixing ratio difference contours for September 9, 1993 (all values in parts per billion). Shown are diagrams
illustrating the value obtained by subtracting the ozone mixing ratios predicted by the Case Cl Chem simulation from the ozone mixing
ratios predicted by the base-case simulation at (a) 1000, (b) 1200, (c) 1500, and (d) 1800 PST.

simulation. Figure 4 shows that sea-salt chemistry, even when
Cl; levels are underpredicted, can contribute to ~10 ppb in
ozone mixing ratios in certain regions. These ozone differ-
ences between the simulations are at a maximum in the
morning. Although the influence dissipates in later hours,
the fraction of the basin affected by the chlorine chemistry
increases through the influence of various physicochemical
processes, predominantly transport.

Ground-level ozone predictions for 36 individual moni-
toring stations found in distinct grid cells within the South
Coast Air Basin of California are analyzed. The peak ozone
mixing ratio at all stations increases by an average of 2.3
ppb, with some stations increasing their peak Oz by 4 ppb.
The stationwide peak ozone increases by 2.2 ppb, and the
domain peak Os; concentration increases by 3.9 ppb. However,
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0zone mixing ratios increase by greater amounts at times
that do not coincide with the peak ozone mixing ratios. The
highest 1-h increase in ozone is predicted at 7.7 ppb at a
station in the middle of the domain. The highest increase in
ozone in the domain at any grid cell at any hour is predicted
to reach 12.7 ppb. If the analysis is limited only to cells
exceeding the California 1-h ozone standard of 90 ppb, the
highest 1-h ozone increase is calculated at 11.7 ppb.

3.4. Surrogate Nighttime Reaction. The field-measure-
ment and model analysis of Spicer and co-workers (10)
suggested the existence of an unexplained nighttime source
of molecular chlorine in coastal regions that allowed for
nocturnal accumulation of chlorine up to predawn hours. A
surrogate reaction of sea-salt particles with the nitrate radical,
similar to that with the hydroxyl radical, is included in the
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FIGURE 5. Ground-level chlorine (Cl,) mixing ratio contours for September 9, 1993 (all values in parts per billion). Shown are diagrams
illustrating the mixing ratio value predicted by the Case Cl Chem + NO; Reaction simulation at (left) 2200and (right) 0700 PST.

TABLE 2. Summary of Simulation Scenarios
simulation name

base case

description

simulation without gas-phase chlorine chemistry or heterogeneous/multiphase chemistry on sea-salt

particles, except for acid displacement reactions; used as benchmark for other simulations

Case Cl Chem

simulation including heterogeneous/multiphase reactions of OH, N2Os, and CIONO; on sea-salt

particles and full mechanism of gas-phase chlorine chemistry
Case Cl Chem + same as Case Cl Chem with a surrogate nighttime reaction of the nitrate radical on sea-salt particles;

NOj3 Reaction
[Cl;] = 150 ppt

simulation evaluates the impact of a potential nighttime mechanism for chlorine generation
same as Case Cl Chem but prescribing a constant Cl, mixing ratio of 150 ppt throughout the model domain;

simulation provides insight into effect of increased chlorine levels in the region
[Cl;] = 1500 ppt same as above but prescribing a constant Cl, mixing ratio of 1500 ppt; simulation used to test how high Cl,
mixing ratios need to be to affect temporal and spatial dynamics of ozone formation

model (reaction 11). There is evidence of a similar reaction
of the nitrate radical on dilute NaCl solutions and dry NacCl
(80—82), leading to formation of chlorine atoms. (The nature
of the true nighttime chemistry leading to Cl, formation is
uncertain, with some researchers suggesting a ferric-ion-
catalyzed reaction of chloride with background ozone (83)
in lieu of a nitrate-radical-initiated mechanism.) Notwith-
standing the uncertainties, this modeling scenario, denoted
as “Case Cl Chem + NO; Reaction”, provides a sensitivity
analysis of the impact of a nighttime mechanism for Cl,
accumulation.

The incorporation of this reaction increases the prediction
of Cl, to values more consistent with the measurements of
Spicer et al. (10) and Keene et al. (9), as shown in Figure 5.
In a few areas, the predicted values actually exceed those
measured by the field campaigns by up to a factor of 4, but
good agreement is obtained in general. The increase in Cl;
does not endure past the dawn, when photolysis of both NO3
and Cl; brings the molecular chlorine concentration down
to levels similar to those found in the Case Cl Chem
simulation. Consequently, the impact on ozone mixing ratios
of adding the nitrate radical reaction on the sea-salt particles
isnotas marked as the impact on predawn Cl, levels. Morning
differences between ozone predictions in this scenario versus
the base case are increased by <2 ppb in coastal regions
when compared to those illustrated in Figure 3 for the Case
Cl Chem simulation, with the effect lessening throughout
the day. Overall, similar ozone formation dynamics are
exhibited by the Case Cl Chem + NOj3 Reaction simulation
and the Case ClI Chem simulation.

3.5. Additional Sensitivity Simulations. The preceding
simulations lack the contribution of anthropogenic sources
of chlorine. Studies in Texas indicate that the contribution
of anthropogenic sources of chlorine might also be of concern
(84, 85). Potential anthropogenic sources of Cl, and HOCI
include direct emission from industrial activities, emission
from the use of biocides in cooling towers, emission from
water and wastewater treatment, and emission from swim-

ming pool treatment. These sources can raise photochemi-
cally active chlorine levels not only near the coast but
throughout the model domain.

In view of these studies, two sensitivity simulations were
performed to estimate the impact of an increased burden of
reactive chlorine on smog formation in the South Coast Air
Basin of California: a simulation prescribing a constant Cl,
mixing ratio of 150 ppt in all grid cells on all levels, denoted
as “[Cl;] = 150 ppt”, and a simulation where the constant Cl,
mixing ratio is prescribed at an extreme (and unrealistic)
value of 1500 ppt in all levels, designated “[Cl;] = 1500 ppt”.
Specifically, these simulation suggest the levels at which
chlorine must be present to affect the temporal and spatial
dynamics (in addition to the magnitude) of ozone formation.

In the case where chlorine mixing ratios are held constant
at 150 ppt the effect is primarily an overall increase in ozone
levels in the range of 30—100 ppb (or 15—110%) depending
on location. However, no change in the temporal and spatial
dynamics of ozone formation is exhibited. A discrete
enhancement of ozone formation during early hours can
only be achieved by prescribing an extreme chlorine mixing
ratio of 1500 ppt, with two distinct (and highly exaggerated)
ozone peaks forming near central Los Angeles and Riverside.

4. Discussion

A descriptive summary of all model simulations is provided
in Table 2. A quantitative measure of the impact of chlorine
chemistry on ozone as exhibited in all scenarios is presented
in Table 3. Included are values from the analysis of 36
monitoring stations found in distinct grid cells within the air
basin.

In brief, the addition of chlorine chemistry in the Case CI
Chem scenario increases the ozone mixing ratios near the
coast shortly after sunrise. The effect dissipates as the day
continues, but physicochemical processes simulated in the
model, primarily transportand increased oxidation rates due
to enhanced ozone levels, transmit the influence throughout
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TABLE 3. Summary of Ozone Metrics as Predicted by the
Simulations2?

region base case casel case2 case3 case4
peak [O3]
stationwide 353.3 3555 355.6 406.6 591.6
domain 406.2 410.1 410.0 468.9 601.3
A peak 1-h [Og]
stationwide® 2.2 23 533 2383
domain 3.9 3.8 627 1951
max A 1-h [O3]
stationwide® 7.7 7.4 136.3 532.1
domain 12.7 13.7 139.2 538.1
domain over 80 ppb 125 115 139.2 538.1
domain over 90 ppb 11.7 9.6 139.2 538.1

a2 All values correspond to ground-level model predictions for
September 9, 1993, and are in units of parts per billion. ? Case numbers:
1, Case Cl Chem; 2, Case Cl Chem + NO3 Reaction; 3, Case [Cl,] = 150
ppt; 4, Case [Cl,] = 1500 ppt. ¢ Change in 1-h peak stationwide Oz mixing
ratio (not necessarily same location) and maximum of 1-h change in
O3 mixing ratio at any station at any time.

the region. The destruction of O; by Clatoms is not significant
in urban regions compared to enhancement of VOC—NOy
cycle. As illustrated in Figure 4, only in a few small patches
of the domain with low pollutant concentrations, primarily
in the open ocean and in the southern coast of the domain,
are ozone predictions decreased slightly.

The ozone increases observed might be mathematically
subtle in relation to the total mixing ratios in areas where
ozone levels are high. However, itis evident that the addition
of chlorine chemistry serves primarily to increase the total
ozone exposure of the population. In addition, considering
that background Os levels hover around 40 ppb and that
standards are setat 80 ppb, an increase of 10 ppb is equivalent
to removing a quarter “slack” available between background
ozone and an air-quality standard violation.

The parametrizations used to release reactive chlorine in
the Case CI Chem might oversimplify (and even overestimate)
the reactions of hydroxyl radical, dinitrogen pentoxide, and
chlorine nitrate on sea-salt particles. Nonetheless, the
simulation fails to predict Cl, mixing ratios when compared
to observed values. Two explanations are apparent: (1) other
sources govern chlorine concentrations in coastal urban
regions, or (2) other unknown reactions on/within sea-salt
particles are more efficient in releasing chlorine. Since the
observations of Keene et al. and Spicer et al. (9, 10) were
made on air parcels traveling toward the coast, it appears
more probable that the current underprediction is a result
of an unknown (probably nighttime) mechanism of chlorine
release. Indeed, the reaction of the nitrate radical with sea-
salt particles is included in an additional simulation as a
surrogate for precisely this kind of unknown mechanism of
chlorine production. The Case Cl Chem + NOj; Reaction
predicts much higher predawn Cl, levels than the Case CI
Chem simulation, with mixing ratios reaching up to 600 ppt.
However, the effect on ozone mixing ratios predicted by the
model is not as marked. Although urban sources of chlorine
might also affect the magnitude of chlorine concentrations,
it is more likely that these sources govern reactive chlorine
concentrations inland and not at the coast.

These results do present an interesting query: Why do
ozone levels remain fairly unaffected in the Case CI Chem
+ NO; Reaction simulation when compared to the Case CI
Chem simulation? A rigorous answer to this question can
only be obtained through sensitivity analysis of the chemical
mechanism with respect to the modeling episode in question.
However, an analysis of the relative concentrations of OH
and Cl radicals in each simulation yields insightful results.
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FIGURE 6. Model-predicted OH and Cl concentration time series:
(top) ground-level domain-averaged 1-h-average concentrations and
(bottom) ground-level maximum individual-cell 1-h-average con-
centrations (values do not necessarily correspond to same cell) for
September 9, 1993. Case Numbers: 1, Case Cl Chem; 2, Case ClI
Chem + NO; Reaction; 3, Case [Cl;] = 150 ppt; 4, Case [Cl,] = 1500
ppt.

The principal mechanism leading to ozone formation is
well-recognized (79, 86, 87). Briefly, OH radicals initiate the
oxidation of organic compounds leading to the formation of
organic peroxy (RO;) and hydroperoxy (HO,) radicals. RO,
and HO; radicals oxidize nitric oxide (NO) to nitrogen dioxide
(NOy). Nitrogen dioxide then photolyzes to form ground-
state oxygen atom, O(®P), which undergoes an association
reaction with oxygen to form ozone. The chlorine-atom-
initiated oxidation of organics needs to occur at rates similar
to that of the OH-initiated oxidation to influence this
mechanism. The rate constants for the reactions of Cl radicals
with most organic compounds are 1—2 orders of magnitude
higher than the corresponding rate constants for reactions
with OH, with many reactions occurring at the collision-
controlled rate. Thus, Cl atom concentrations need to be
present within ~2 orders of magnitude of OH concentrations
to play a role in ozone chemistry.

Figure 6 exhibits times series for domain-averaged 1-h
ground-level hydroxyl and chlorine radical predictions. Time
series showing values of the individual cell containing the
maximum values are also shown. The peak OH levels are
predicted around 2:00 p.m. for all simulations, whereas peak
Cl concentrations are predicted at 8:00 and 9:00 a.m. for the
Case Cl Chem + NOs Reaction and the Case Cl Chem
scenarios, respectively. It is only during morning hours that
Clatoms compete favorably with the OH radical, when coastal
concentrations are within a factor of ~130—140 of maximum
OH concentrations and a factor of ~25—30 of the domain-
averaged OH concentration. Chlorine atoms might dominate
the oxidation of some organic compounds in this region.
However, this predominance is limited to the coast as the



domain-averaged concentration of Cl is ~700—800 times
lower than domain-averaged concentration of OH.

Chlorine-radical-initiated oxidation of organics cannot
compete as favorably with OH-initiated oxidation during the
remainder of the morning and throughout the afternoon.
Coastal Cl concentrations during this period are typically
750—800 times below maximum OH concentrations and 180—
190 times below the domain-averaged OH concentration.
Furthermore, domain-averaged Cl concentration is over 5000
times less than domain-averaged OH concentration. Overall,
there islittle difference in the evolution of the chlorine-atom
concentration between the Case Cl Chem and the Case ClI
Chem + NO; Reaction simulations, except for a shift in the
timing of the peak concentration.

In summary, the results of these simulations suggest that
the inclusion of sea-salt-derived chlorine chemistry in
photochemical models might increase morning ozone pre-
dictions by as much as ~12 ppb in coastal regions and by
~4 ppb in the peak domain ozone in the afternoon. The peak
0zone mixing ratios at most monitoring sites increases by
2—4 ppb, and even higher ozone increases, up to 7 ppb, are
predicted at other times not coinciding with the peak. Overall,
ozone exposure is increased throughout the domain.

Researchers have estimated and collected chlorine emis-
sions data from various anthropogenic and natural sources
in the Houston Metropolitan Area (85). The discharge of
reactive chlorine in the region was approximated to emanate
chiefly from cooling towers (47%), swimming pools (39%),
and industry (11%). Sea-salt particles were assumed to
contribute to only 3% of chlorine emissions, although the
authors recognize that their approximation of sea-salt-derived
emissions is highly uncertain. Evaluations of the contribution
of chlorine chemistry to enhanced ozone predictions yield
results strikingly similar to those of the present study, which
does not include anthropogenic sources of chlorine. For
various late-summer simulation scenarios, morning ozone
predictions are increased by 11—16 ppb. Afternoon maximum
ozone enhancements are in the range of 5—7 ppb (not
necessarily coinciding with the location of the peak).

Anthropogenic sources in the South Coast Air Basin of
California might contribute significantly to chlorine loads in
the atmosphere. Depending on their spatial distribution,
these sources might provide a greater opportunity to enhance
ozone formation by emitting chlorine gases directly into
regions rich in hydrocarbons and oxides of nitrogen. The
combined effects of oceanic and urban chlorine sources in
the South Coast Air Basin warrant further investigation.
Future sensitivity analysis should also evaluate the effect of
chlorine chemistry in VOC-limited regimes versus NOx-
limited regimes, as well as the evolution of reactive chlorine
gases in air masses originating from coastal urban regions
that are transported primarily over the ocean.
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