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The incremental secondary organic aerosol reactivity
(ISOAR) of a species jis defined as the relative incremental
change in secondary organic aerosol (SOA) formed per
relative incremental change in the amount of species jemitted.
The California Institute of Technology three-dimensional
air quality model is used in conjunction with the Caltech
Atmospheric Chemistry Mechanism (CACM) and the Model
to Predict the Multiphase Partitioning of Organics to
calculate spatially and temporally averaged ISOAR values
for the South Coast Air Basin of California (SoCAB). The
base case SOA concentrations are derived for September
9, 1993. The South Coast Air Quality Management District
of California provided emission and meteorological

data. ISOAR values are calculated for the lumped surrogate
compounds considered by CACM: isoprene, low-yield
monoterpenes, high-yield monoterpenes, high-yield aromatics,
etc. This work presents basin-wide ISOAR values
determined through regression analysis. In addition,
ISOAR values are reported at individual locations within
the SoCAB. Modeled data are compared with ISOAR values
calculated using smog chamber data. Results indicate
that long-chain alkanes present the highest ISOAR. On the
other hand, short-chain organics present the lowest
ISOAR.

Introduction

Ozone (03) and particulate matter (PM) are known to pose
a health risk to the exposed population (I, 2). Areas such as
Southern California often exceed Os; and PM air quality
standards over the year (3). Different control strategies are
enacted to reduce current levels of pollutant concentrations.
There has been a significant amount of scientific research
to determine scales that catalog precursors according to their
03 production potential. For example, Carter used a zero-
dimensional model to develop different scales to determine
O3 reactivity for 39 urban areas in the United States (4). The
reactivities of 118 different volatile organic compounds (VOC)
were evaluated by increasing differentially their emission
rates. The relative importance of individual species in O3
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formation provides a basis to design an effective air pollution
control strategy.

Advances in aerosol science have produced air quality
models that are capable of predicting both gas- and aerosol-
phase dynamics (5—7). In addition, further understanding
of VOC oxidation paths has allowed the development of
models that predict the formation of secondary organic
pollutants. Low vapor pressure compounds produced by VOC
oxidation can partition to the particulate phase, forming
secondary organic aerosol (SOA) (7). SOA contributes sig-
nificantly to the total concentration of PM in many urban
environments (8, 9). In addition, some products of VOC
oxidation undergo further oxidation reactions that lead to
the formation of additional particulate matter (10—12). VOC
oxidation occurs primarily through reaction with the hydroxyl
radical (OH). In addition, if the VOC contains certain
structural characteristics, oxidation also occurs via reaction
with nitrate radical (NOs) or Os:
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where §;; are the products of the oxidation by oxidant j, and
o;;are the corresponding stoichiometric coefficients. S;j can
continue to undergo gas-phase oxidation reactions, produc-
ing second-generation products. Oxidation products with
sufficient low vapor pressure may partition to the aerosol
phase, mainly by absorption (10—12). The model used in the
current work to determine the partitioning of a secondary
organic compound is the Model to Predict the Multiphase
Partitioning of Organics (MPMPO) (13). The MPMPO allows
for the simultaneous formation of SOA in a hydrophobic
organic phase and a hydrophilic aqueous phase. The model
solves an iterative process that starts with a first assumption
of the concentrations for each organic compound i, O; (ug
m~3 air), and the average molecular weight of the organic
phase, M,,. The initial array of organic aerosol-phase
concentrations is based on the total concentration of each
organic—that in the gas-phase plus that in the aerosol phase—
and the vapor pressure of each organic. The partitioning
coefficient between the gas phase and the organic aerosol
phase, Kypm,; (m? air ug™), is calculated by (12):

0.
Kom i~ 6 RT = l (2)
y 10 Moinp z,i GiMo

where R is the ideal gas constant (8.2 x 107° m® atm mol™!
K™1); Tis temperature (K); M, is the average molecular weight
of the absorbing organic phase (g mol!), including primary
and secondary organics; pt; is the pure component vapor
pressure (atm) of species 7; and y; is the activity coefficient
of species i in the organic phase. Once the partitioning
coefficients are calculated using the first part of eq 2, the
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concentration of each species in both the gas phase and
aqueous aerosol phase are obtained (12, 13):

O;
Gi=3K

o vom,i
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A= G(LWOH,
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Vaq,i

where G; is the concentration of species i in the gas phase
(ugm~3air); A;is the concentration of species 7 in the aqueous
phase (ug m™3 air); M, is the sum of all O; and the mass
concentration of each primary organic aerosol species
present; H;is the Henry’s law coefficient of species i ((ugug™
H,0)/(ug m2 air)); LWC is the aerosol liquid water content
in air (ug H.O m™ air); and y.q, is the activity coefficient of
the organic species i in the aqueous phase. LWCis determined
through use of an inorganic aerosol thermodynamic module.
Organic acidic species that partition to the aqueous phase
are also subject to dissociation reactions. Because activity
coefficients in both the organic and aqueous phases and
M, depend on the concentration of the different species
present, an iterative solution is required to calculate parti-
tioning. As a limiting condition, O;, G;, and A; must satisfy
mass conservation. A more detailed explanation of the
algorithm is included in Griffin et al. (13).

The goal of this work is to determine reactivity scales for
an urban airshed for several VOC that produce SOA. Advective
transport certainly plays a key role in determining SOA
forming potential of certain species at a given location. The
use of MPMPO coupled with a three-dimensional air quality
model allows determination of temporal and spatially
resolved SOA formation. Analysis of smog chamber data has
provided reactivity scales for limited initial conditions (14).
Use of a three-dimensional model also enables calculation
of SOA reactivities with numerous sets of initial conditions.
Moreover, simulation of a 2-day episode supplies new
features of SOA reactivity because accumulation of SOA
during a day potentially affects further SOA formation.

Calculation of ISOAR

Griffin et al. (14) defined ISOAR; (ug m 3 ppb™!) for a parent
VOC; with respect to a given initial mixture of organics and
NO, (NO, = nitric oxide (NO) + nitrogen dioxide (NO,)) as
the ratio of the incremental change in total organic aerosol
mass (0M,,r (ug m~3)) due to a change in the amount of a
particular parent hydrocarbon j that reacts (0AVOC; (ppb))
to the change in parent hydrocarbon 0AVOC; itself:

1SOAR, = Mo ®)
i~ 5AVOC,

For the calculations of ISOAR; in the work of Griffin et al.
(14),itisassumed that the parent hydrocarbon VOC;is totally
consumed. Moreover, emissions are considered to be zero,
as is inflow or outflow. This is essentially equivalent to a
smog chamber experiment. With these assumptions, 0M, r
is the difference in the amount of organic aerosol formed in
the changed case versus the amount formed in the base case,
whereas 0AVOC; is the difference between the initial
concentration of VOC; in the changed case and in the base
case:

OM, = My — M7 (6)
SAVOC; = CJi — C5* (7)

where M, refers to the total amount of SOA formed in the
case of interest, Cj refers to initial concentrations of parent

organic jin the case of interest, and the superscript increfers
to the case in which the conditions have been changed
incrementally.

Calculation of ISOAR in a three-dimensional system, as
opposed to calculations in a zero-dimensional model,
accounts for the dynamics associated with spatial and
temporal variations in atmospheric conditions. Therefore,
some of the assumptions made in a zero-dimensional model
are not applicable to ISOAR calculations with a three-
dimensional air quality model. First, the ratio of VOC to NO,
varies temporarily throughout the domain. Furthermore,
there are nonzero emissions of parent hydrocarbons, and
transport occurs between cells and via deposition. In addition,
the assumption of total consumption of VOC; is not ap-
plicable. On the other hand, direct emission is the most likely
controlled parameter in an air pollution control strategy.
Consequently, ISOAR are evaluated in the present work on
the basis of parent VOC emission rather than on the amount
of parent hydrocarbon reacted. Hence, in this work, ISOAR
values are defined by

AM,

o

AF,

ISOAR; = (8)

where AM, is the difference in mean concentration of SOA
between the control case and a base case, and AE; is the
difference in emission of parent hydrocarbon j between the
control case and the base case. For each parent hydrocarbon
J, four simulations are performed scaling E; by factors 0.90,
0.95, 1.05, and 1.10. From these four simulations plus the
base case, five pair of values (M,, E)) are obtained. Using
linear regression, ISOAR; values are obtained by computing
the slopes of the line formed by the (M,, E) pairs for each
species j.

Basin-wide ISOAR; values are calculated to account for
the temporal variation of the individual reactivity. In an area
such as Los Angeles, where NO, emissions are very intense,
inorganic aerosol formation follows two differentiated
paths: oneis typical of daytime chemistry, which forms nitric
acid (HNO;) from oxidation of NO, by OH. The second one
is typical of nighttime chemistry. Nitrate radical (NO3), which
only exists at night due to its high photolysis rate, reacts with
NO. to form dinitrogen pentoxide (N.Os). Higher relative
humidity at night enhances the heterogeneous reaction of
N,Os with water to form HNOj3 (15). Hence, similar diurnal—
nocturnal chemistry differentiation might be expected for
SOA formation. Contrarily, calculation of ISOAR; values at
differentlocations is explored to account for spatial variation
of reactivity. Emissions of biogenics are localized in the
surroundings of the metropolitan area, whereas anthropo-
genic emissions are localized over the metropolitan areas
and along the main highways. The different role of organics
in SOA formation can thus be evaluated because areas exist
where either biogenic or anthropogenic emissions prevail.

Methodology

The gas-phase chemical mechanism used for ISOAR calcula-
tions is the Caltech Atmospheric Chemical Mechanism
(CACM), which is based on SAPRC-97 and SAPRC-99 (avail-
able from W. P. L. Carter at http://pah.cert.ucr.edu/
~carter/). CACM includes both O; and SOA precursor
chemistry (16). The MPMPO is coupled to CACM to predict
gas/particle partitioning, accounting for the hydrophilic or
hydrophobic character of gas-phase products formed in the
oxidation of VOCs (13). Jang et al. (17) report from experi-
mental results that SOA formation is catalyzed by acidic
surfaces. These mechanisms are not included in the coupled
CACM—MPMPO model due to incomplete kinetic and
thermodynamic understanding of these processes. Therefore,

VOL. 39, NO. 6, 2005 / ENVIRONMENTAL SCIENCE & TECHNOLOGY = 1725



there are still uncertainties in the SOA prediction in all models.
It must be stressed, however, that the values presented in
the current work represent the most up-to-date understand-
ing of SOA formation and use of one of the most scientifically
rigorous SOA prediction models available. Further evaluation
of species lumping, kinetic parameters, and species vapor
pressures is still in progress. However, these changes are not
expected to change significantly the relative reactivity of each
species. As our understanding of VOC degradation pathways
and SOA formation mechanisms increase and model im-
provements are made, particularly with respect to acid-
catalyzed or other types of heterogeneous processes, ISOAR
values may be adjusted slightly.

The gas-phase chemical mechanism and the aerosol
module are implemented into the California Institute of
Technology (CIT) three-dimensional atmospheric chemical
transport model. The full model is used to simulate a smog
episode occurring on September 8—9, 1993, in the SoCAB.
Sources for meteorology and emissions as well as perfor-
mance and most important uncertainties of the model are
described in Griffin et al. (7, 13, 16). As discussed in Griffin
et al. (16), emissions contribute significantly to the total
uncertainties, whereas reaction rate constants, product yields,
and mechanisms of degradation of second and further
generation are the main contributors regarding uncertainties
associated to the chemical mechanism. Rodriguez and
Dabdub (18) reported that the oxidation of NO., by OH to
form HNOs is the reaction that contributes the most to the
total uncertainty in the prediction of both O; and SOA
concentration. Griffin et al. also reported that isomerization
reactions of aromatic-based radicals and the conversion of
aldehydes to organic acids are also key contributors to the
total uncertainty in the gas-phase chemistry associated with
the SOA formation. In the aerosol module, the main
uncertainty lies in the calculation of the vapor pressures of
semivolatile compounds and their dependence on temper-
ature. Although chemical speciation of semivolatile products
of VOC oxidation could play a significant role, activity
coefficients and molecular weights of such species are
typically of the same order of magnitude. Hence, these
parameters are not expected to change considerably the
partitioning coefficients. On the contrary, vapor pressure of
semivolatile compounds vary by many orders of magnitude,
therefore affecting significantly K.

The meteorological/pollution episode used in this study
represents a specific study case in which peak O; mixing
ratios exceeded values above 250 ppb. High O3 concentrations
are typically accompanied by high SOA concentrations.
However, Strader et al. (19) reported that in winter, when O3
concentrations are low, SOA does not contribute significantly
to the total organic aerosol in the San Joaquin Valley of
California. Consequently, values of absolute SOA reactivity
reported in this study are expected to be at the high end of
the reactivity scale and are appropriate for summer, high-Os
scenarios.

Both initial and boundary conditions used for the
simulation of the episode are based on historical data
measured on September 7, 1993. Measurements of NO,, Os,
total reactive hydrocarbons (RHC), carbon monoxide (CO),
sulfur dioxide (SO,), aldehydes, and speciated PM including
elemental carbon and organic carbon are available. Due to
lack of data, initial and boundary conditions for SOA are
assumed to be zero. Boundary conditions for SOA are not
expected to impact SOA concentrations within the basin.
The direction of prevailing winds is from west and southwest
to east, which mandates that only western and southern
boundaries generally affect concentrations of SOA in the
basin. Since western and southern boundaries are primarily
over the ocean, concentrations of SOA at these boundaries
are expected to be extremely low. Sensitivity of SOA to
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TABLE 1. Species Considered for ISOAR Calculations?
species description

Species Controlled Individually

ALKH lumped alkanes n; > 12
AROH lumped high-SOA-yield aromatic
AROL lumped low-SOA-yield aromatic
BALD lumped aromatic monoaldehydes
BIOH lumped high-SOA-yield monoterpenes
BIOL lumped low-SOA-yield monoterpenes
ISOP isoprene
PAH lumped gas-phase polycyclic aromatic hydro-
carbons

Species Controlled as a General Group (GVOC)

HCHO formaldehyde

MEK lumped ketones 3 < n,< 6

KETO lumped ketones n; > 6
MGLY lumped dicarbonyls

ALKL lumped alkanes 2 < n,< 6
ALKM lumped alkanes 7 < n, < 12
ETHE ethene

OLEL lumped alkenes 3 < n,<6
OLEH lumped alkenes n. > 6
MEOH methanol

ETOH ethanol

ALD2 lumped higher aldehydes
ALCH lumped higher alcohols

2 n. = number of carbon atoms.

boundary conditions is evaluated by using “clean air”
boundary conditions instead of concentrations based upon
measurements. The values for clean air concentrations, which
are taken from Winner et al. (20), are [NO] = 0.3 ppb, [NO,]
= 0.5 ppb, [O3] =40 ppb, [CO] =120 ppb, [RHC] = 10 ppb,
[HCHO] = 3 ppb, [ALD2] = 5 ppb, and [MEK] = 4 ppb (see
Table 1 for species descriptions). Results using these values
show a maximum decrease of 7 ug m~ in 1-h average SOA
concentration over the coast, near the in-flow boundary.
However, both the maximum 1-h average concentration and
maximum 24-h average concentration of SOA do not change
significantly from baseline values, 45 and 27 ug m™3,
respectively. The sensitivity of SOA to initial conditions is
also evaluated using clean air concentrations. Results show
that the maximum 1-h average concentration of SOA only
decreases by 2 ug m~2 and that the maximum 24-h average
SOA concentration during the second day of simulation
decreases by 10 ug m~3 when using clean air initial conditions.

In this work, nine groups of species that are defined in
Table 1 have been considered for ISOAR calculations.
Anthropogenic aromatic species, such as AROL and AROH,
are found at relatively high concentrations in urban envi-
ronments and have high SOA-forming potential (21). Other
anthropogenic aromatic species considered by the chemical
model are PAH and BALD. Biogenic species are represented
by ISOP, BIOL, and BIOH. Because of the exclusion of the
acid-catalyzed process, ISOP does not contribute significantly
to SOA formation in the current model (22). However, its
oxidation does result in small quantities of polar products
that can partition to the aqueous phase (13). Recent
observations have also led to the discovery that isoprene
oxidation in NO,-poor environments leads to small amounts
of SOA (23). Given the uncertainties associated with this
pathway and that the SoCAB is a NO,-rich environment, newly
discovered SOA formation pathways for isoprene are not
expected to significantly affect the results presented here.
On the other hand, the potential of SOA formation from
oxidation of monoterpenes has been reported in several works
(24, 25). In CACM, monoterpenes have been lumped into
low and high reactive subgroups, BIOL and BIOH, respec-
tively. Although monoterpenes are not easily aggregated
according to SOA formation as shown in Griffin et al. (26),
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FIGURE 1. Total GVOC (short-chain volatile organic compounds) emissions (kg day~") in the South Coast Air Basin of California.
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FIGURE 2. Total BIOH (high-aerosol-yield biogenic monoterpenes) emissions (kg day~') in the South Coast Air Basin of California.

only BIOL and BIOH lumped species are considered because
uncertainty in monoterpene chemistry precludes represen-
tation at any grater level of detail. In addition, long-chain
alkanes, ALKH, have been considered as a separate species
for ISOAR calculations. Oxidation of long-chain alkanes leads
to production of species such as hydroxy ketones and hydroxy
alkyl nitrates that have relatively low vapor pressure.

Finally, 13 organic species, mostly short-chain organics,
have been considered as a generic group (GVOC) for ISOAR
calculations. As a general rule of thumb, organics need to
have 6 or more carbon atoms to have a significant SOA
forming potential (27). A priori, the SOA forming potential
for short-chain organics should be low. However, the
presence of GVOC contributes to Os; formation, which also
controls OH. Therefore, the species included in GVOC affect
the consumption of all organic species and may subsequently
affect resulting SOA formation.

Emissions of GVOC and BIOH are shown in Figures 1 and
2, respectively. Spatial and temporal distribution of GVOC
emissions is characteristic of anthropogenic emissions. These
VOCs are mainly emitted in highly populated areas, in areas
with high industrial activity, and in areas with intensively

TABLE 2. Basin-wide Emissions of Species Considered for
ISOAR Calculation

emission emission emission

(tday™) (tday™) (tday™)
ALKH 8 BALD 14 ISOP 51
AROH 262 BIOH 17 PAH 14
AROL 176 BIOL 33 GVOC 1681

transited freeways. Emissions of aromatics (AROL, AROH,
BALD, and PAH) and ALKH follow a similar spatial distribu-
tion as that of GVOC emissions but with different intensities
(Table 2). Sources of the biogenic species BIOH, BIOL, and
ISOP are distributed similarly to one another, although ISOP
and BIOH emissions are more localized over the San
Bernardino Mountains in the northwestern portion of the
SoCAB.

Results and Discussion

Simulations of a 2-day period are conducted to obtain the
effect of changing emissions on SOA formation. Results from
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FIGURE 3. Simulated baseline basin-wide average concentration
of SOA (ug m—3) during the second day of simulation (September
9, 1993).

TABLE 3. Absolute Basin-wide 24-h Averaged ISOAR and
Regression Coefficients from ISOAR Calculation

ISOAR; ISOAR;
species (g m=3kt™)  r? species (g m=3kt™)  r?
ALKH 14.65 0.9901 BIOL 6.54 0.9962
AROH 2.54 0.9998 ISOP 0.09 0.1595
AROL 4.83 0.9999 PAH 3.43 0.9882
BALD —-1.14 0.8670 GVvVOC 0.18 0.9998
BIOH 0.60 0.8495

the second day of the simulations are used to calculate ISOAR;
values to limit the influence of the initial conditions used at
the beginning of the simulation. The CIT model calculates
spatially resolved, hourly averaged concentrations for every
species considered. Hourly averaged concentrations are used
to obtain the variation of ISOAR; hourly as well as daily.
Although emissions of VOC vary with time, ISOAR; are
calculated on the basis of total daily emissions instead of
hourly emissions. Otherwise, ISOAR; would be abnormally
high at night due to significantly lower VOC emissions.

As shown in Figure 3, baseline SOA concentrations peak
at night due to lower temperature, higher relative humidity,
and lower mixing height. There is also a local peak concen-
tration after the morning rush hour. Minimum concentrations
occur at approximately 0800 h due to particle settling during
the early morning and increase of mixing height, but
concentrations are quickly enhanced due to emissions during
morning rush hours.

Basin-wide, 24-h Averaged Calculations. The absolute
basin-wide 24-h averaged ISOAR value of each species is
shown in Table 3. These values are based on simulations of
surface-level SOA concentrations. Regression coefficients for
all species are close to unity except for ISOP.

Long-chain alkanes (ALKH) present the highest ISOAR.
This finding is not surprising because ALKHs contain a large
number of carbon atoms and undergo various steps of
oxidation. Namely, some initial oxidation products have low
vapor pressures and tend to partition to the aerosol phase.
In addition, some other initial oxidation products undergo
further reactions that produce even more SOA.

Short-chain organics (GVOC) present the lowest reactivity
for anthropogenic species. Their potential to form secondary
aerosols is hindered by the very nature of their short organic
chains. There is less potential to undergo multiple secondary
oxidation paths when a VOC is smaller in terms of carbon
number. Note, however, that short-chain organics are the
dominant species emitted. In particular, the mass of GVOC
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emitted in the SoCAB is higher than the sum of all other
species that can form SOA.

The small regression coefficient for ISOP is attributed to
its low SOA formation potential in the model as it currently
exists. Indeed, ISOAR for ISOP is very low as the model
predicts very little SOA formation from any product of
isoprene oxidation, and the little SOA that would form would
be expected to partition to the aqueous phase. Spatial
distributions in relative humidity could also lead to the small
regression coefficient. However, an increase in the ISOP
emission rate leads to an increase in Oz concentration.
Consequently, the oxidative capacity of the atmosphere also
increases. As a result, production of SOA may be enhanced
indirectly by increasing the concentrations of O3 and OH,
which could oxidize other organic species. Likewise, increases
in GVOC emissions enhance O; formation. Slightly higher
OH availability from O3 photolysis would potentially lead to
additional oxidation of other organic species that form SOA.

Another interesting point in Table 3 is that the reactivity
of BIOH, which includes biogenic species with high SOA yield,
is significantly lower than that of BIOL, which includes
biogenic species with low SOA yield. BIOH sources, like ISOP
sources, are closer to the northeastern boundary of the
SoCAB, near the San Bernardino Mountains. Furthermore,
the dominant wind is from west to east. Therefore, it is likely
that a portion of BIOH emissions is advected out of the model
domain before reacting. These circumstances force BIOH to
have a shorter residence time in the basin than BIOL,
decreasing its apparent reactivity.

Similarly, AROH, which encompasses aromatics with high
SOAvyield, has a smaller reactivity than AROL, which includes
low SOA yield aromatics. Unlike the case of biogenics, sources
of AROL and AROH are distributed likewise, and therefore
have similar residence time. As reported in Griffin et al. (14),
the reactivity of some aromatics is affected differently by the
presence of biogenics. For instance, the ISOAR of diethyl-
benzene decreases with the presence of additional biogenic
species, whereas the ISOAR values of m-xylene and meth-
ylpropylbenzene increase. On the other hand, the PAH
reactivity is on par with those of AROL and AROH, which
agrees with previous estimates that aerosol yields for
naphthalenes are of the same order of magnitude as those
for monocyclic aromatics (9).

Griffin et al. (14) report ISOAR values for some aromatic
and biogenic compounds. ISOAR for low-yield and high-
yield aromatics were 0.263 and 0.410 ug m~3 ppb~}, respec-
tively, whereas ISOAR for biogenic compounds ranged from
0.399 to 10.352 ug m~3 ppb~!. As discussed before, values
reported by Griffin et al. (14) are calculated in a different
manner than in this work, so direct comparison is not
possible. However, the results in this work agree with the
results presented by Griffin et al. regarding the relative ISOAR
of BIOL compared to aromatics. Here, BIOL reactivity is higher
than those of aromatics. On the other hand, in the present
work, BIOH reactivity is significantly lower than those of the
aromatics, contrary to the values reported by Griffin et al.
(14). However, as discussed previously, the low apparent
reactivity of BIOH may result from the short residence time
of BIOH in the SoCAB.

As expected from reported aerosol yields for short-chain
VOC (9), the ISOAR value associated with GVOC is very low.
However, aldehydes and dicarbonyls included in GVOC can
participate potentially in acid-catalyzed reactions, as shown
by previous works (28, 29). Jang et al. (29) reported that acid-
catalyzed reaction can increase the SOA formation potential
of certain aldehydes by factors of 5—20. However, emission
of aldehydes contributes less than 2% of the total emission
of GVOC. Hence, absolute reactivity of GVOCis not expected
to change dramatically from the values reported in the paper.
On the other hand, aldehydes are also second generation
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FIGURE 4. Computed basin-wide ISOAR (zg m~3 kton™") for all the
parent hydrocarbons during the second day of simulation (September
9, 1993).

products of oxidation of some VOC, including alkenes,
aromatics, isoprene, and monoterpenes. Hence, acid-
catalyzed reactions of aldehydes potentially increase the
absolute reactivity of organic species other than GVOC.

Finally, the ISOAR of BALD is negative, showing the same
pattern as in its O3 reactivity (30). Aldehydes are precursors
of peroxyacyl nitrates (family of PAN), which act as a reservoir
for NO,. Sequestration of NO, inhibits its photolysis to
produce Os, therefore reducing O; concentration and the
oxidizing potential of the atmosphere. In addition, seques-
tration of NO, limits the production of N-containing sec-
ondary organics likely to partition to SOA. As a result, SOA
concentration decreases as aromatic aldehydes emissions
increase.

Basin-wide, Hourly Average ISOAR. In the same way as
24-h average values, reactivity is calculated hourly. As shown
in Figure 4, maximum ISOAR values are found close to
midnight, whereas minimum ISOAR occur at around 7 am.
After the morning rush hours, when emissions of VOC peak,
ISOAR values increase progressively along with SOA con-
centration. VOCs enhance the formation of O3 which favors
OH formation during the day and NO; formation at night.
Increasing the concentration of Oz and NOs; augments
oxidation of biogenics and olefins at night, yielding higher
concentrations of SOA. On the other hand, ALKH, AROL,
and AROH are mainly oxidized by OH. ISOAR values for these
species increase rapidly during the day, when OH radicals
are present. At approximately 1900 h, when OH concentration
begins to decay dramatically due to lack of sunlight, ISOAR
values for these species stabilize. Higher ISOAR values and
SOA concentrations at night could also be explained by lower
temperature, higher relative humidity, and lower mixing
height in the atmosphere. Temperature controls absorption
of gas-phase species into the aerosol phase through the
relation with vapor pressure shown in eq 2. Relative humidity,
which determines LWC, is a factor considered in the
partitioning of species into the aqueous phase. However,
increased LWC only slightly increases total SOA formation
in the MPMPO (I13). Lower mixing heights limit vertical
diffusion and advection, leading to increased concentrations
at the surface.

ISOAR at Individual Locations. Values of ISOAR at
different locations are also calculated, using an expression
similar to eq 8:

AM,

0,0

A,

ISOAR;; =

€)

where AM,; is the difference of aerosol formed at location
i by a change of basin-wide emissions (AE)) of the parent

TABLE 4. ISOAR Values at Different Locations

Central LA Azusa Claremont

ISOAR; ISOAR; ISOAR;

(g m3 (pg m™3 (ugm™3
species  kt™') r? kt™) r? kt=1) r?
ALKH 67.09 0.8479 —47.19 0.5308 44.12 0.6586
AROH 4.19 0.8277 10.89 0.8950 10.99 0.9969
AROL 9.20 0.9194 22.12 0.9494 21.96 0.9777
BALD —43.08 0.9745 62.59 0.6560 —19.37 0.5634
BIOH 1.48 0.0028 —8.55 0.1387 27.30 0.7401
BIOL 5.01 0.5924 —1.00 0.0036 —0.64 0.0035
ISOP —3.23 0.2770 —-13.17 0.7130 0.93 0.0046
PAH —3.30 0.0035 37.05 0.3809 19.53 0.3825
GVvVOoC 0.74 0.7646 1.72 0.9524 0.70 0.8161

hydrocarbon j. ISOAR values at individual locations could
also be defined by a change in emissions in the model cell
in which the location of interested is situated. However,
analysis of such results would be complicated by transport
of pollutants from cells in which emissions have not been
altered. Therefore, for simplicity, basin-wide emissions
changes are used.

Three differentlocations are chosen: Central Los Angeles,
and two downwind locations, Azusa and Claremont. Central
Los Angeles is characterized by high emission rates of
anthropogenic organics and NO, due to its proximity to the
hub of the freeway system in the SoCAB. Azusa and
Claremont, while subject to local emissions, are also char-
acterized by secondary chemistry of those pollutants emitted
upwind. Good correlation is obtained for ISOAR values of
GVOC, AROH, and AROL (Table 4), where each species has
aregression coefficient greater than 0.75 in all three locations.

The ISOAR values of GVOC at the three locations are higher
than the overall basin-wide GVOC reactivity because averag-
ing SOA formation throughout the basin includes remote
regions where neither GVOC emission nor SOA formation is
significant. The ISOAR for GVOC is highest at Azusa, which
islocated downwind Central LA, where VOC emissions peak.
Similarly, the ISOAR values of AROH and AROL at the three
locations are higher than the corresponding basin-wide
values. In addition, the ISOAR values of AROH and AROL are
comparatively higher at Azusa and Claremont, locations
downwind from areas where emissions are more intense.
This behavior reflects the effect of transport on the spatial
potential of SOA formation. The strong correlation for
aromatics also indicates that they are the primary type of
species responsible for SOA formation in the SoCAB. ALKH
and BALD also show good correlation at Central Los Angeles
and follow a trend at this location that is similar to the trend
in basin-wide averages. Smaller correlation factors for these
species at the other two locations do not allow for extracting
strong conclusions. No other species has a correlation
coefficient greater than 0.75 at any of these three locations.
The reason for poor correlation in the site-specific ISOAR
calculations may be attributable to the effect of transport
from cell to cell, together with nonlinearity of the chemistry
and aerosol dynamics. Furthermore, emission fluxes vary
strongly throughout the domain. For instance, biogenic
emissions are located in the surrounding areas of Los Angeles,
so in the central part of the basin, biogenic emissions are
very low. On the contrary, anthropogenic emissions are very
low in remote areas of the domain and very large in the
center of the basin. This spatial variability, together with the
temporal variation of the wind field and the emissions
themselves add complexity to the system that fails to show
agood linear behavior at a cell level. Averaging SOA reactivity
at the basin-wide level dissipates the effect of transport, and,
as a consequence, strong linear correlation is achieved.
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