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Uncertainty ranges are established for input parameters (e.g. chemical rate constants, Henry’s law
constants, etc.) and are used in conjunction with Latin hypercube sampling and multiple linear regres-
sion to conduct a sensitivity analysis that determines the correlation between each input parameter and
model output. The contribution of each input parameter to the uncertainty in the model output is
. calculated by combining results of the sensitivity analysis with input parameters’ uncertainty ranges.
Interface chemistry A ) X N N
Bromide oxidation Model runs are compared using the predicted concentrations of molecular bromine since Bry(g) has been
Sensitivity analysis shown in previous studies to be generated via an interface reaction between Os3(g) and Br(syrface) during
Aerosol modeling dark conditions [Hunt et al., 2004]. Formation of molecular bromine from the reaction of ozone with
deliquesced NaBr aerosol: evidence for interface chemistry. Journal of Physical Chemistry A 108, 11559-
11572]. This study also examines the influence of an interface reaction between OH(g) and Br{suface) in the
production of Bryeg) under photolytic conditions where OH(g) is present in significant concentrations.
Results indicate that the interface reaction between Os) and Br(surface) iS significant and is most
responsible for the uncertainty in MAGICs ability to calculate precisely Bryg) under dark conditions.
However, under photolytic conditions the majority of Bry) is produced from a complex mechanism
involving gas-phase chemistry, aqueous-phase chemistry, and mass transport.
© 2009 Elsevier Ltd. All rights reserved.
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into bromine production from aqueous bromide-containing aero-
sols acting as mimics for sea salt (Hirokawa et al., 1998; Oum et al.,
1998; DeHaan et al., 1999; Anastasio and Mozurkewich, 2002; Hunt
et al., 2004; George and Anastasio, 2007; Simpson et al., 2007). For
example, Fig. 1 shows Bry(g) concentrations produced in an aerosol
chamber experiment (DeHaan et al., 1999; Hunt et al., 2004) in
which Oz is introduced into humidified air containing deli-
quesced NaBr particles in the dark. As described in Hunt et al.
(2004), Bryg) is generated slowly from oxidation by ozone. When
the mixture is irradiated, Os() photolysis generates O('D) that
reacts with water vapor to form OHg) (Finlayson-Pitts and Pitts,
2000) and a significant increase in Bryg) production is observed due
to additional oxidation by OHg).

The observations from the chamber experiments described
above are not surprising since bromide ions are known to be
oxidized by both O3 and OH in aqueous solution (Taube, 1942;
~* Corresponding author. Tel.: -+1949 824 6126; fax: +1 949 824 8585. Sutton et al., 1965; Buxton and Dainton, 1968; Sutton and Downes,

E-mail address: ddabdub@uci.edu (D. Dabdub). 1972; Haag and Hoigné, 1983; Hoigné et al., 1985; Hoigné, 1994;

1. Introduction

Bromine is of considerable atmospheric importance due to its
role in ozone destruction in both the upper and lower atmosphere
(Finlayson-Pitts and Pitts, 2000; Sander et al., 2003). Atomic
bromine results from the photolysis of gaseous precursors such as
Bry(g). Bromine atoms react directly with O3g), initiating an efficient
set of chain reactions that leads to dramatic loss of ozone in the
Arctic at polar sunrise (Barrie et al., 1988; Solberg et al., 1996; Barrie
and Platt, 1997; Bottenheim et al., 2002; Grannas et al., 2007; Piot
and von Glasow, 2008) and smaller destruction at mid-latitudes
(Dickerson et al., 1999; Nagao et al., 1999).

In the troposphere, sea-salt particles are a significant source of
bromine. There have been a number of laboratory investigations
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Hoigné and Bader, 1994; von Gunten and Hoigné, 1994; von Gunten
and Oliveras, 1997; von Gunten and Oliveras, 1998; Liu et al., 2001).
However, through a combination of experiments, molecular
dynamics simulations, and computer kinetics modeling, Hunt et al.
(2004) established that in addition to known aqueous-phase
chemistry, a reaction between O3(g) and Br(surface) at the air-water
interface must also contribute to the formation of Bry(g) in the dark
seen in Fig. 1.

O3g) + Br(;urface) — —0.5Bryg) + Og(aq)' (1)

Reaction (1) is particularly important in smaller aerosol particles
where the surface-to-volume ratio is greatly increased. Hunt et al.
(2004) suggest that reaction (1) proceeds through a surface-bound
[Br---03] " intermediate, which dissociates to form Bry(g) and 03(aq) at
the interface upon collision with bromide ions. Since the mecha-
nistic details of the interface reaction are unknown, reaction (1) is
best regarded as a heuristic device, representing the net outcome of
a presumably multi-step process.

Given that chloride ions undergo a unique reaction with the
OHg) radical at the air-water interface (Knipping et al., 2000;
Knipping and Dabdub, 2002; Laskin et al., 2006), and that Br~ is
more enhanced at the surface than ClI~ (Jungwirth and Tobias,
2001; Jungwirth and Tobias, 2002; Ghosal et al., 2005), it is
expected that OH reacts with Br~ both in the bulk and at the
interface,

OH(g) 4 Brgysface) = — 0.5Bry(g) + OH o). (2)

However, bulk aqueous-phase oxidation reactions for Br(q) are
much more rapid than for Clq). Therefore, the relative importance
of reaction (2) may not be as significant as for chloride ions. Indeed,
modeling studies using the comprehensive computer Kkinetics
model MAGIC (Model of Aqueous, Gas and Interfacial Chemistry)
predicted that interface reaction (2) is important only at short
reaction times and for a reaction probability approaching unity
(Thomas et al., 2006, 2007).

The significance of interface reaction (1) has been established by
comparing experimentally measured Bry(g) concentrations to those
predicted by MAGIC. For example, in the case of the dark reaction of
NaBr aerosols with Os(g), the measured concentration of Bryg) is
significantly larger than the predicted concentration if interface
reaction (1) is not included in the mechanism. Experimental data
are reproduced by MAGIC only when reaction (1) is included (Hunt
et al, 2004). However, MAGIC has hundreds of different input
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Fig. 1. Measured Bry) concentration from chamber experiments conducted in the
dark and during photolysis (Hunt et al., 2004 and unpublished results).

parameters, including 38 gas-phase rate constants, 122 aqueous-
phase rate constants, nine Henry’s law coefficients, nine accom-
modation coefficients, 10 equilibrium constants, a single parameter
for kinetic salt effects, and reaction probabilities for interface
reactions (1) and (2). Predictions of measured Bry(g) concentrations
depend on all of these model inputs, but to varying degrees. It is
helpful for interpreting experimental data, and for simplifying the
mechanism developed from chamber studies for use in three-
dimensional airshed models, to understand how the individual
inputs affect the model predictions.

To this end, the authors have performed a sensitivity and
uncertainty analysis of the input parameters used by MAGIC in the
work of Hunt et al. (2004) and Thomas et al. (2006, 2007). MAGIC is
described in detail in these references, as well as in Knipping and
Dabdub (2002). Rigorous sensitivity and uncertainty analyses of
atmospheric models are crucial to identify the processes that
contribute the most to Bryg) production. There are two key ques-
tions in this study: To which of MAGICs input parameters is the
predicted peak Bry(g) concentration most sensitive? Which of these
input parameters contribute the greatest to the variance in the
concentration of Bry)? The first question examines the physical
and chemical processes that control the production of bromine in
the system. The second question is suggestive of those processes
requiring further experimental attention, with a view towards
improving the accuracy and precision of modeling studies.

The large number of input parameters used in MAGIC and
their complex interplay in calculating the output require
a methodical and efficient statistical approach to quantify the
sensitivity of the output to perturbations of the input parame-
ters. Having established the uncertainty range of the input
parameters through an extensive literature search, a global
sensitivity analysis of the chemical and physical mechanisms in
MAGIC is performed using Latin hypercube sampling to vary
simultaneously all input parameters over their full ranges of
uncertainty. Recently, this technique has been employed by
Nissenson et al. (2008) to study the production of chlorine gas
from NaCl aerosols. Other mechanistic studies have used
a similar combination of Monte Carlo sampling and linear
regression (“first-order”) techniques (Derwent and Hev, 1988;
Gao et al., 1995; Gao et al., 1996; Rodriguez and Dabdub, 2003).
Latin hypercube sampling is highly efficient, quantifying sensi-
tivity through simultaneous perturbations on all input parame-
ters and readily permitting uncertainty analysis. In this paper,
Latin hypercube sampling is utilized in analyzing simulations of
a sodium bromide aerosol in order to identify the major sources
of Bryg) under various conditions, and the processes to which
Bry(g) production is most sensitive.

2. Methodology
2.1. Establishing uncertainty range for the input parameters

All relevant input parameters (gaseous, aqueous, and interface
reaction rate constants, Henry’s law coefficients, mass accom-
modation coefficients, acid-base equilibrium constants, and the
kinetic salt effect parameter) and their uncertainty ranges based
on a detailed literature search are presented in Supplementary
Table 1. The interface reaction rates are discussed in section 2.2
and the kinetic salt effect parameter (¥) is treated as in Nissenson
et al. 2008. Several issues were encountered in compiling these
data and were dealt with as follows: (i) When two or more
measurements of a particular input parameter are reported with
or without error, the uncertainty is the standard deviation of the
measurements and the input parameter used is the average
measurement; (ii) When a gas-phase rate constant is cited
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without error, the uncertainty range is simulated from the
distribution of collected gas-phase uncertainty ranges. This
amounted to plotting a histogram of g/k, where ¢ is the uncer-
tainty range of the rate constant k, noting that it is roughly log-
normal and generating random numbers from a log-normal
distribution with mean and variance computed with maximum
likelihood estimators (Limpert et al., 2001). For the aqueous-
phase reactions, the distribution of uncertainty ranges is bimodal.
As a conservative measure, values of g/k < 0.30, which lay in the
region of the first mode, are not used in the histogram of ¢/k. The
remaining distribution is roughly normal if allowance is made for
the truncated tail. Uncertainty ranges then are treated as random
numbers from a normal distribution with mean and variance
given by the standard estimators; (iii) In the cases where only an
upper- or lower-bound is cited for a rate constant, the bound is
the input parameter value and an uncertainty range ascribed as
above. The implication that the cited bound is quite close to the
parameter’s mean value is undesirable, but nonetheless this
method generates reasonable order-of-magnitude estimates of
the parameter and its uncertainty range. This approach should not
affect the sensitivity analysis any more than if different uncer-
tainty ranges were used (see section 2.4).

2.2. Interface reaction rates

For the surface-bound bromide ion undergoing an interface
reaction with gas-phase species A,

Br(surface) +Ag)— —0.5Bryg) + A@Q)' (3)

MAGIC calculates the interface reaction rate using Schwartz’s mass
transfer theory (Schwartz, 1986), in which the interface reaction
rate is given by

2 4r\
R = (ﬁ + m) [A(g)] s (4)

where r is the aerosol radius, Dg the gas-phase diffusion coefficient,
v the mean molecular speed of A and vy the overall surface reaction
probability. In turn, vy is given by

T = ¢vb[Brig . (5)

where [Brzg] is the aqueous-phase bromide concentration,
b[Br(ag)] is the fraction of the droplet surface covered by bromide
ions, ¢ the average number of contacts between gaseous A and
surface-bound Br~ per gas-liquid collision event, and v’ the prob-
ability that surface-bound Br~ and gaseous A will undergo chemical
reaction upon contact. Following Thomas et al. (2006, 2007), b and
¢ are set to 0.07 and 2, respectively, on the basis of molecular
dynamics simulations. Therefore, only v’ in Eq. (5) is varied. For v of
reaction (1), the value 1.9 x 1078 obtained by Hunt et al. (2004)
through model fitting is used to obtain a v’ of 2.3 x 1078 using Eq.
(5). An uncertainty range of half an order of magnitude is assigned
to the ¥’ of reaction (1). This choice of uncertainty range merely
indicates the lack of experimental data on reaction (1).

No data are available for the value of ¥’ for reaction (2). Laskin
etal.(2006) obtained a lower limit for the reaction rate between gas-
phase OH and surface-bound CI~ corresponding to a v’ of 0.2. (This
value is obtained by converting v, from Laskin et al., 2006 to v/,
then dividing by two to account for the uncertainty factor of two in
Ynet-) Itis expected that reaction (2)is at least as fast as the analogous
chloride reaction, so the mean and uncertainty range of y’ for
OHg) + Cl(surface) used in Nissenson et al. (2008), 0.6 + 0.4, also are
used for vy’ of reaction (2) (Nissenson et al., 2008). Regardless, it is

expected that the bromine output is relatively insensitive to y’ of
reaction (2) based on the results in Thomas et al. (2006, 2007).

2.3. Latin hypercube sampling

The Latin hypercube sampling technique used in this study
has been described in detail elsewhere (McKay et al., 1979;
Derwent and Hgv, 1988; Rodriguez and Dabdub, 2003; Nissenson
et al., 2008). Briefly, all input parameters are treated as random
variables with a log-normal probability density, with the
exception of the kinetic salt effect parameter which has
a uniform probability density. Each probability distribution is
discretised into n mutually-exclusive intervals of equal proba-
bility, and a single value of the parameter is selected randomly
from each interval. Then, for every input parameter, each of the
n values is assigned independently and randomly to one of the n
input parameter samples, each of which are used for a simula-
tion in MAGIC. The number of samples is sufficiently large
(n=5000) to ensure reliable analysis within a permissible
computational time. A pilot investigation did not find significant
differences in the results from a doubling of n.

2.4. Multiple linear regression and uncertainty analysis

Independent sampling permits use of MAGICs raw output in
a multiple regression analysis, avoiding the need to orthogonalize
each parameter. This assumes an absence of multicollinearity,
which follows since the parameters studied in this work cannot be
related to one another on phenomenological grounds without
additional parameterization. Furthermore, any statistical mechan-
ical relationships are likely to be too elaborate to generate
observable interdependencies. This method also assumes that the
gas-phase bromine concentration output is linearly dependent
upon the input parameters.

Denoting the number of parameters by N, the regression coef-
ficients are calculated with the well-known least-squares normal
equations,

g = (xTx)fleY (6)

where X is the M x (N + 1) matrix,

1 x11/X] XiN/Xy
X — 1 X21./X1 X2N_/XN (7)
1 xa/X] XMN/Xy

in which x;; is the value of parameter j acquired in the ith Latin
hypercube sample, x; is the mean value of parameter j across the M
samples, and Y is an M-dimensional vector of bromine concentra-
tions output from each of the M MAGIC simulations,

1
m([mﬂgﬂ i [Brae),,): &

where [Bryg)]* is the bromine concentration calculated by MAGIC
using xj. The (j + 1)th element of the vector 8 from Eq. (6) is the
regression coefficient on parameter j. Each input parameter’s
regression coefficient represents the change in Brye) output per
unit increase in that input parameter, with all other input param-
eters held constant, for the chosen analysis time. Hence, the
magnitude of an input parameter’s regression coefficient is
a measure of the sensitivity of the Bry(g) output to that parameter,
relative to all other parameters. The contribution that input

YT =
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parameter i makes to the variance of [Bry)]/ [Brz(g)}* is given by the
error propagation formula,

o1 (Ukﬁk/XZ)z

where ¢; is the standard deviation of input parameter i. While the
least-squares normal equations feature neither u; or ¢;, sum-of-
square errors are their central feature; the regression coefficients is
assumed independent of the input parameter’s uncertainty ranges
only in the asymptotic (infinite-sample) limit, which here is
accounted for by a large sample of simulations.

(9)

2.5. Initial conditions

The base case uses the initial conditions presented in Table 1. These
conditions are identical to those used by Thomas et al. (2006, 2007)
and are representative of the conditions in the relevant chamber
experiments (Hunt et al, 2004). Other scenarios in this study,
summarized in Table 2, adjust one or more of these initial conditions.

3. Results and discussion

Results for the base case, where oxidation is initiated by O3g) in
the dark, are summarized in Table 3. Results for the photolytic
scenarios, where oxidation is initiated by both O3 and OH(g), are
summarized in Table 4, Supplementary Table 2, and Supplementary
Table 3. Each table presents the values of § and u at three different
simulation times for selected input parameters, where ( relates the
correlation strength between predicted Bryg) and the input
parameters (Eq. (6)) and u is the percentage that each parameter
contributes to the variance in predicted Bryg) (Eq. (9)).

Three photolytic scenarios are considered in this paper: Table 4
lists results from simulations where the system undergoes 10 min
(600s) of dark reaction followed by photolysis. Supplementary
Table 2 lists results from simulations where the system experiences
only 10 s of dark followed by photolysis. Supplementary Table 3
lists results from simulations representing aerosols in the marine
boundary layer during sunrise. The difference between the first two
photolytic scenarios lies in the fact that the dark reactions initiated
by ozone oxidation of bromide form species such as HOBr(aq) which
then react further to generate Bry(q). In addition, this chemistry
changes the pH of the particles which has a large effect on the
aqueous-phase chemistry and on the loss of Bry in the particles
themselves. Therefore, the overall chemistry and net production of
Bryg) when irradiation begins is impacted by the chemistry
occurring during the preceding dark period. Important intermedi-
ates, such as HOBr, formed in the dark were not measured by Hunt
et al. (2004). As a result, no attempt is made to model specific
experiments during photolysis. Rather, this study examines

Table 1

Initial conditions for the base case.

Median aerosol diameter® 234 nm
Aerosol geometric standard deviation 19
Aerosol concentration 2.5 x 10° particles cm 3
Relative humidity 69%
Temperature 298 K
[NaBr]o 5.8 molL~!
[03g)lo 1.5 ppmv
[COxg)lo 10 ppmv

b 0.07M™!

¢ 2

2 The median aerosol diameter refers to the wet diameter of hydrated aerosols.
The deliquesence point of NaBr is 58% relative humidity.

Table 2
Description of all scenarios examined in this study.

Scenario Description

Base case  Table 1 describes the initial conditions for the base case. The system
remains in the dark during the entire simulation.

AtmosCO, Same as the base case, expect the initial concentration of COy(g),
[COxg)lo, increases to 380 ppmv.

Acidic Same as the base case, expect the aerosol pH is held constant at 4.

Large Same as the base case, expect the aerosol diameter increases to
Aerosols 500 nm.

LightT600 Same initial conditions as the base case. UV lamps illuminate the
system starting at 600 s.
LightT10 Same initial conditions as the base case. UV lamps illuminate the

system starting at 10 s.

MBL Simulates conditions in the marine boundary layer. Same initial
conditions as the base case, except that (1) [COyg)lo increases to
380 ppmy, (2) [O3(g)lo decreases to 100 ppbv, and (3) the aerosol pH is
held constant at 4. UV lamps illuminate the system starting at 600 s.

simulation data at three different times to probe how temporal
changes in the results impact the conclusions. The third photolytic
scenario adjusts model parameters to simulate conditions found in
the marine boundary layer in order to assess the robustness of the
results from the first two photolytic scenarios. However, it should
be noted that atmospheric levels and their time dependence reflect
a complex interplay of meteorology and chemistry. Our modeling
only captures the chemical part.

3.1. Bromine production in the dark

The average Bry(g) concentration across all simulations using the
initial conditions from Table 1 is shown by the solid line in Fig. 2 as
the base case. The base case curve is qualitatively similar to the
curve from the dark experiment by Hunt et al. (2004) shown in
Fig. 1. Table 3 summarizes the results from the sensitivity and
uncertainty analyses for the base case by listing the input param-
eters that are correlated most strongly with predicted Bryg) (rep-
resented by the regression coefficient §) and/or contribute the most
to the uncertainty in predicted Bryg) (represented by u) at three
simulation times (500 s, 1500 s, and 2500 s). At all three times, the
regression coefficient and uncertainty contribution for reaction (1)
are § ~ 0.55 and u ~ 99.9% respectively, considerably larger than
all other values in the table. The former result demonstrates the
importance of interface reaction (1) in dark bromine production
and affirms the conclusions drawn by Hunt et al. (2004) and
Thomas et al. (2006, 2007), while the latter is impetus for further
experimental studies on reaction (1). Since its uncertainty contri-
bution overwhelms all other contributions, analysis of other
parameters is made ignoring the contribution from reaction (1) in
calculating u from Eq. (9) (as indicated by the term “filtered” in
Table 3 and in other tables). Excluding reaction (1) from the
uncertainty analysis identifies the input parameters that would
benefit from further experimental attention without negating that
reaction (1) is the most important. In addition, the filtering does not
affect the regression coefficients.

Data in Table 3 suggest a significant contribution to Bryg
production from aqueous pathways for bromine generation. The
positive regression coefficients (§ = 0.07, 0.09 and 0.10, for the three
respective times) on Henry’s law coefficient for ozone, the positive
regression coefficients (6 = 0.04, 0.06 and 0.08) on the aqueous rate
constant for reaction (10),

Briag) + O3(ag) = O2(aq) + BrO(aq) (10)

the negative coefficients (8 = —0.09, —0.09 and —0.08) on the acid-
base equilibrium constant for HOBr, and positive coefficients
(8=0.07,0.07, 0.06) on the aqueous rate constant for,
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Table 3
Results from the sensitivity and uncertainty analyses for the base case at three different simulation times.

t=500s t=1500s t=2500s

[Brag)] (x*) (ppbv) 8.0 16.1 21.8
Input parameter®® a/x" i ud 8¢ ud s ud
Interface reaction probability (y')
O3(g) + Brgf) = 0.5Br(g) + O35 (1) 4.95 0.55 (99.9%) Filtered® 0.55 (99.9%) Filtered® 0.54 (99.9%) Filtered®
Gas-phase reaction rate constants
Br; + wall — loss 0.14 NCf NC NC NC -0.06 1.0%
Aqueous-phase reaction rate constants
Br~ + 03 — O, + BrO~ (10) 0.25 0.04 1.4% 0.06 3.6% 0.08 6.1%
HOBr + Br~ 4+ H,0 — Br, + OH™ + H,0 (11) 0.55 0.07 21.3% 0.07 23.8% 0.06 20.6%
Br, + OH™ + H,0 — HOBr + Br~ + H,0 (12) 0.51 —0.06 12.7% —-0.06 12.9% —0.05 10.6%
Br, + CO%’ +Hp0 — HOBr + Br~ + HCO3  (13) 0.52 —0.02 2.1% -0.03 2.8% -0.03 2.8%
Henry’s law constant
H(O3) 0.14 0.07 1.2% 0.09 2.3% 0.10 3.4%
H(CO,) 0.12 0.06 0.7% 0.07 1.0% 0.06 1.0%
H(Br2) 0.11 -0.09 1.3% —0.09 1.6% —0.08 1.5%
Acid/base equilibrium constants
Keq(H20) 0.12 -0.09 1.5% —0.08 1.4% -0.07 1.3%
Keq(CO2H,0) (16b) 0.20 0.06 2.1% 0.06 2.4% 0.05 1.9%
Keq(HOBr) 0.23 —0.09 5.5% —-0.09 6.5% —0.08 6.2%
Keq(HCO3") (16¢) 0.12 NC NC 0.04 0.5% 0.04 0.4%

2 The input parameters in this table are significant at the 0.025 level and have either 8 > 0.03 or u > 0.5% for at least one analysis time. Exceptions to the 8 and u cutoffs are
made for input parameters the authors deemed interesting.

® Input parameters that are given reaction numbers in the main text are listed here with their reaction numbers in parentheses.

¢ The correlation between predicted [Br,)] and the input parameters is given by (.

4 The contribution of each input parameter to the uncertainty in [Bryg)] is given by u.

¢ Due to the large uncertainty associated with the ' for the interface reaction between Os(g) and Br(syr, this input parameter has been excluded from the uncertainty
analysis of the remaining input parameters. The “unfiltered” uncertainty contribution of this interface reaction is in parentheses. See section 3.1 for more details.

f NC = not significantly correlated with predicted [Bry(g)] at the 0.025 level at the given time.

pathway, consistent with the results of Hunt et al. (2004) and
Thomas et al. (2006, 2007). Figs. 3 and 4 compare the rate of Bry(g)
formation via interface reaction (1) and the rate of Br, transfer
between the aqueous- and gas-phases, respectively, averaged over
all simulations for each scenario examined in this paper. The base
case in these two figures confirms that most of the Bry(g) production
over the course of the simulation is due to interface reaction (1);
the aerosols are initially a significant source of Bry(g), but become
a sink beyond 500 s.

Fig. 5 shows aerosol pH as a function of time, averaged over all
simulations for the base case. The pH and Bryg) curves for the base
and case exhibit similar behaviors, increasing rapidly and then leveling
off, suggesting that OH(;q) production is coupled with either inter-
face reaction (1) (which is most responsible for Bry(g) production)
and/or the supplementary aqueous mechanism outlined above
(OH(aq) is directly produced through reaction (11) and H' is removed
through protonation of BrOgq)). Regarding the first possibility,
03(aq) produced from reaction (1) generates OH(q) through the
reactions,

HOBI‘(aq) + BI'(acD + H20<aq) —’Bl‘z(aq) + OH(_aq) + Hzo(aq), (1 1)
suggest the following mechanism is important in bromine
production. First, dissolved ozone forms aqueous BrOgq) through
reaction (10), which then forms HOBr(aq) via the acid-base equi-
librium. In turn, HOBr(,q) reacts with bromide ions according to
reaction (11), generating Br(ag) which may be transferred to the
gas-phase. The major aqueous loss channels for bromine are,

Brz(aq) + OH(}CD + HQO(aq) —’HOBr(aq) + Br@q) + HZO(aq) (12)

BI(aq) +C03(aq) +H20(aq) = HOBr aq) + Briq) + HCO3

(aq) (13)

aq)
with predicted Bry(g) being 2-3 times more sensitive to reaction
(12) (6=-0.06, —0.06 and —0.05) than reaction (13) (6= —0.02,
—0.03, —0.03). Brp(aq) destruction also proceeds at a 2-3 times

faster rate by reaction (12) than by reaction (13) for the base case.
The uncertainty contribution (u) of reactions (11) and (12) to pre-

dicted Brag) is ~22% and ~12% respectively, suggesting that these O3(aq) 2 Olaq) + O2(aq) (14)
two processes would benefit from further experimental studies. and

In general, the regression coefficients are approximately time-
independent. Note that the doubling of the regression coefficient Ofaq) + H20(aq) = OH(ag) + OHg).- (15)

on reaction (10)’s rate constant between 500 s and 2500 s reflects

the notion that as ozone is depleted bromine production becomes
more sensitive to perturbations in this parameter, i.e., reaction (10)
becomes more of a limiting step for bromine production.

The high sensitivity of predicted Bryg) to interface reaction (1)
suggests that most of the gas-phase bromine is produced via this
reaction with an aqueous mechanism providing a supplementary

However, the production rate of OH(aq) via reaction (11) is many
orders of magnitude greater than via reaction (15), so that the
aqueous mechanism described above (involving reaction 11)
primarily is responsible for the increased alkalinity in the aerosols.

Several other scenarios (Table 2) are examined to investigate the
robustness of the above conclusions under atmospherically-relevant
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Results from the sensitivity and uncertainty analyses for the LightT600 scenario at three different simulation times.

t =Peak t="Peak +500s t="Peak + 1500 s
[Brag)] (x*) (ppbv) 115 111 102
Parameter®” o/x* i ud 8¢ ud 8¢ ud
Interface reaction probability (v')
O3(g) + Brg) = 0.5Br3(g) + O34 (1) 4.95 0.05 (59.5%) Filtered® 0.05 (59.3%) Filtered® 0.05 (59.3%) Filtered®
OH(g) + Brigs) = 0.5Br(g) + OH5y, (2) 0.67 0.03 0.8% 0.02 0.7% 0.02 0.7%
Gas-phase reaction rate constants
03 +hv — O('D) + 0, 0.15 0.06 0.2% 0.05 0.2% 0.05 0.2%
OH + Br, — HOBr + Br (22) 0.10 -0.02 <0.1% -0.03 <0.1% —0.03 <0.1%
HO, + BrO — HOBr + 0O, (23) 0.14 0.05 0.2% 0.06 0.2% 0.06 0.2%
2BrO — 2Br + 0, (20) 0.23 -0.57 48.1% -0.57 47.8% —-0.57 47.4%
2BrO — Bry + 0, (19) 0.23 0.56 46.2% 0.56 46.5% 0.56 46.2%
Br; + wall — loss 0.14 —0.02 0.02% —0.05 0.1% -0.12 0.8%
Aqueous-phase reaction rate constants
03 +03 - 03 +0, 0.03 -0.09 <0.1% —0.09 <0.1% —0.09 <0.1%
HOBr + Br~ + H,0 — Br, + OH™ +H,0 (11) 0.55 0.03 0.7% 0.03 0.6% 0.03 0.6%
Brz + BrO~ — BrO + 2Br~ 0.09 -0.03 <0.1% -0.04 <0.1% -0.03 <0.1%
Mass accommodation coefficients
a(HO3) 0.80 -0.03 1.6% -0.03 1.6% -0.03 1.6%
Henry’s law constants
H(CO,) 0.12 0.03 <0.1% 0.03 <0.1% 0.03 <0.1%
H(Bry) 0.11 -0.04 <0.1% —-0.03 <0.1% —-0.03 <0.1%
H(02) 0.04 0.01 <0.1% 0.09 <0.1% 0.10 <0.1%

2 The input parameters in this table are significant at the 0.05 level and have either § > 0.03 or u > 0.5% for at least one analysis time. Exceptions to the § and u cutoffs are
made for input parameters the authors deemed interesting. A more relaxed 0.05 level is chosen because the regression analysis selected too few parameters at the 0.025 level.
5 Input parameters that are numbered in the main body are listed here with their numbers in parentheses.

¢ The correlation between predicted [Br,)] and the input parameters is given by g.
94 The contribution of each input parameter to the uncertainty in [Bryg)] is given by u.

¢ Due to the large uncertainty associated with the v’ for the interface reaction between Osg) and Br{sum, this input parameter has been excluded from the uncertainty
analysis of the remaining input parameters. The “unfiltered” uncertainty contribution of this interface reaction is in parentheses. See section 3.1 for more details.

initial conditions. The AtmosCO, simulations are performed at an
initial COy(g) concentration, [CO2g)lo, of 380 ppmv, representative
of today’s atmosphere, with all other initial conditions kept the
same. Data from the sensitivity and uncertainty analyses for the
AtmosCO; scenario are included in Supplementary Table 4.
Increasing [CO2(g)lo does not affect the dominance of interface
reaction (1), which still has large regression coefficients (8 = 0.69,
0.51 and 0.47) for the three respective times. The most notable
impact of increasing the initial COy(g) concentration in the system
is that the droplets become more acidic by dissolved CO,
undergoing acid-base equilibria,

COz(g) + H20(aq) <> CO2-Hy0(4q) (16a)
COZ . HzO(aq) «> HCO§(aq) + H?—am (16]3)
_ 2

The higher concentration of HCO3(,q) increases the importance of
another channel for aqueous Br; production,

HOBr 3q) +Br(5q) + HCO33) = Bra(aq) + CO5(aq) +H2Ofaq).  (17)

In the base case scenario, the rate of Bry,q) production by reaction
(11) is about a factor of eight greater than by reaction (17). However,
in the AtmosCO; scenario, this ratio drops to about 1.5. Since Bry(aq)
production now proceeds through reactions (11) and (17) at nearly
equal rates, the predicted Bry(g) concentration becomes less sensi-
tive to reaction (11) (8=0.01, 0.02 and 0.03) and reaction (17)
becomes statistically significant (§ = 0.02, 0.03 and 0.04).

As noted earlier, the aerosols in the AtmosCO, scenario are
significantly more acidic compared to the aerosols in the base case
due to acid-base equilibrium (16); the AtmosCO, series in Fig. 5 is
reduced by about one full pH unit compared to the base case series.
The reduction in OH(q) decreases aqueous Brp destruction via
reaction (12) to the point where this reaction no longer is signifi-
cantly correlated with predicted Brycg). The dominant Bry,q) loss
pathway is now through reaction (13) (§ = —0.02, —0.04 and —0.04)
due to the increase of carbonate ions from reactions (16) and (17).
The total Bry(aq) destruction by reactions (12) and (13) is less in the
AtmosCO; scenario than in the base case, creating a concentration
gradient more favorable for the transfer of Br, from the aqueous-
phase to the gas-phase. Indeed, Fig. 4 shows that aerosols are
a source of Bryg) for a longer period of time in the AtmosCO;
scenario compared to the base case. This is the reason for the higher
Bry(g) concentrations for the AtmosCO; scenario seen in Fig. 2 and
again demonstrates that the production of bromine via interface
reaction (1) is supplemented by aqueous production and loss routes
followed by mass transfer.

Typically, sea-salt aerosols are initially alkaline but become
acidic due to uptake of nitric acid and oxidation of S(IV) to S(VI)
inside the particles (Keene et al., 1998; Keene and Savoie, 1998;
Keene and Savoie, 1999; Pszenny et al., 2004; Keene et al., 2007).
Using the same initial conditions as the base case, simulations are
performed with the pH arbitrarily maintained near 4. The results of
the sensitivity and uncertainty analysis for this acidic scenario are
listed in Supplementary Table 5. As in the previous two scenarios,
the predicted concentration of Bryg) is correlated most strongly
with interface reaction (1) (6 =0.88, 0.76 and 0.68 for the respec-
tive times). Fig. 3 shows that the rate of formation of Bryg) via
reaction (1) is less in the acidic scenario than in the base case and
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Fig. 2. The predicted Bryg) concentration, averaged over all simulations, for each
scenario.

AtmosCO; scenarios However, the Bry(g) concentration is higher in
the acidic scenario compared to the other two scenarios (Fig. 2).
This means that the aqueous-phase production pathways play
a larger role in the production of Bryg) than other scenarios
examined thus far. Namely, the aqueous-phase becomes more
important in Bryg) production as the aerosols become more acidic.

The aqueous-phase reaction with the largest regression coeffi-
cient is reaction (10) (8 = 0.04 at all times). This reaction represents
a rate-limiting step for the production of Bryaq); the more acidic
conditions allow for faster protonation of BrOgq) and subsequent
reaction Bryaq) production through (11). The creation of BrO(aq) via
reaction (10) depends upon O3(aq) which dissolves into the aerosols
from the gas-phase. As a result, Henry’s law coefficient for ozone is
correlated significantly with predicted Bryg) in this scenario
(8 =0.04 and 0.03 for 500 s and 1500 s, respectively; insignificant
at 2500 s).

Although this discussion has focused on the impact of the
aqueous production pathways in the dark, it is important to
remember that the interface reaction continues to dominate under
dark conditions. To illustrate this point, consider simulations per-
formed using a larger droplet diameter but with the same total
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Fig. 3. The Bry) formation rate via interface reaction (1), averaged over all simula-
tions, for each scenario.
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Fig. 4. The Br, mass transfer rate from the aqueous-phase to the gas-phase, averaged
over all simulations, for each scenario. A negative rate means that the aerosols act as
a sink for Br,. The inset shows the same data on a different scale.

aqueous volume, with all other initial conditions presented in Table
1. Under these conditions, the sensitivity of the parameters in the
aqueous pathway should increase relative to the interface param-
eters because the surface area-to-volume ratio in the system
decreases. Simulations using a droplet diameter of 500 nm
(compared to 234 nm for the base case) affirm this prediction
(detailed results for the Large Aerosols scenario are found in
Supplementary Table 6); for the three respective times, the
regression coefficients on the rate constant for reaction
(10) increase by ~0.05units (an almost 200% increase) and
~0.02 units on Henry’s law coefficient for ozone (an almost 130%
increase) compared to the base case, although they remained
essentially unchanged for the other important aqueous parameters.
Despite these increases, the regression coefficients on interface
reaction (1) (6=0.59, 0.55, 0.54) are almost identical to the base
case, remaining appreciably larger than any of the coefficients on
the aqueous parameters. Note that predicted Bry(g) is lower (Fig. 2)
for the Large Aerosols scenario compared to the base case, a result
of having less total surface area for interface reaction (1) and for
transfer of Br, and Os between phases. In short, even with
a considerably reduced surface area-to-volume ratio, the interface
chemistry continues to dominate Br, production.

Base Case

Large Aerosols
AtmosCO,
8 H 1 1 1 1 1
500 1000 1500 2000 2500 3000

time (seconds)

Fig. 5. The predicted aerosol pH, averaged over all simulations, for each scenario.
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3.2. Bromine production in the light

In addition to the scenarios discussed above which all occur in
the dark, three scenarios also are examined in which the contents of
the chamber are illuminated by UV radiation.

3.2.1. LightT600 scenario

The LightT600 series in Fig. 2 shows the predicted Bry(g) from
MAGIC, averaged over all simulations, in which photolysis is initi-
ated after 10 min (600 s) in the dark using the same photochemical
parameters as in Thomas et al. (2006, 2007). With the addition of
UV lamps that photolyze ozone and generate OH(g), bromine now is
oxidized by OH(g) as well as O3(g). A comparison of this curve to the
base case shows a faithful reproduction of the dark output up until
600 s, beyond which Bry(g) rapidly increases to a peak and declines
slowly thereafter. This behavior is qualitatively consistent with
experimental observations (Fig. 1).

Table 4 lists the input parameters most strongly correlated with
predicted Bry(g) at the time when the bromine concentration peaks
(~1000 s), as well as at 500 s and 1500 s beyond the peak. These
simulations representing irradiated mixtures also use “filtered”
uncertainty calculations (as in the dark scenarios above) that ignore
the contribution reaction (1) makes to the uncertainly u calculated
using Eq. (9) so that the contributions of other input parameters are
seen more readily.

The predicted Bryg) concentration now is considerably less
sensitive to reaction (1); with regression coefficients of § = 0.05 for
each respective time, reaction (1) is now comparable to most other
input parameters. Although OH, is present in the system now,
reaction (2) is not correlated strongly with Bryg) production
(8=0.03, 0.02 and 0.02). The smaller regression coefficients on the
interface reactions indicate that interface chemistry plays
a supplementary rather than dominating role in net bromine
production under photolytic conditions for the system, in contrast
to the dark scenarios. Further analysis below demonstrates the
dominance of the aqueous-phase pathways, which is consistent
with the results in Thomas et al. (2006, 2007).

Fig. 6 shows that gas-phase ozone is depleted rapidly for the
LightT600 scenario. Since the rate of Bry(g) production via interface
reaction (1) is dependent upon ozone, reaction (1) shuts down
upon illumination as O3 is depleted. In addition, Bryg) production
proceeds via reaction (2) for only a short time following the start of
illumination at 600s because OHy) production from ozone
photolysis drops off with the loss of O3(g). The reduction of time for
interface reactions tends to decrease the importance of reactions
(1) and (2) in Bry(g) production and, therefore, decrease the sensi-
tivity of predicted Bry(g) to these reactions. The rapid loss of ozone is
primarily due to photolysis of O3(g) and the reaction with bromine
atoms,

Br(g) + O3(g) = BrO(g) + Oz(g), (18)

which together remove ozone at a rate many orders of magnitude
faster than reaction (1) or mass transfer to the aqueous-phase.
Since the concentration of bromine atoms varies with time, the
relative importance of the two pathways is not constant. Upon
illumination, ozone photolysis is the main pathway for ozone
destruction due to the relatively low concentration of bromine. As
the bromine explosion commences, reaction with Br atoms
increasingly becomes more important in ozone destruction. At the
time of peak bromine concentration, the rate of ozone destruction
via reaction (18) is about 50% greater than that due to photolysis.

Fig. 7 shows the rate of gas-phase bromine production through
various pathways during the simulation. During the first 600 s, the
system is in the dark and most of the bromine is produced by reaction

(1). However, after 600 s, ozone both photolyzes and undergoes
reaction (18) with bromine atoms, leading to a rapid loss of ozone in
the system. The destruction of ozone results in interface reactions (1)
and (2) producing relatively little Bry(g) for the rest of the simulation.

During illumination, most of the predicted Bry(g) is generated via
two routes. The first route directly produces Bry(g) through the gas-
phase reaction,

ZBl'O(g) —’Bl'2<g) + 02<g). (19)

However, a second pathway in the self-reaction of BrO generates
bromine atoms rather than Bry,

ZBTO(g) —>ZBr(g) + OZ(g)~ (20)

and this is about five times faster than reaction (19) (Sander et al.,
2006). Reaction (20) diverts BrO(g) from the production of Bry(g) and
catalytically destroys ozone with reaction (18). Reactions (18) — (20)
also are important in the catalytic destruction of ozone at polar
sunrise (Finlayson-Pitts and Pitts, 2000) when Bry(g) photolyzes to
produce Brg).

It should be noted that in the chamber experiments described in
this paper low pressure mercury lamps are used which produce a UV
peak at 254 nm, but in the troposphere wavelengths below
~290 nm are removed by stratospheric ozone. If the actinic flux
spectrum was used to calculate the mean value of the photolysis rate
constants, bromine would photolyze more rapidly upon illumina-
tion than if the low pressure mercury lamp spectrum was used. For
example, bromine photolyzes in the wavelength range 350-600 nm
(Finlayson-Pitts and Pitts, 2000). However, it is unlikely that the
sensitivity and uncertainty analyses would be affected dramatically.
All photolysis rate constants are varied simultaneously in order to
calculate the regression coefficients. Varying these input parameters
at different mean values should not, in principle, affect the regres-
sion coefficients due to the assumption that all input parameters are
linearly related to bromine production.

Reaction (20) is negatively correlated (8= —0.57 at all three
times) with predicted Bryg) while reaction (19) is positively
correlated (§=0.56 at all three times) since it directly produces
Bry(g). Although the predicted concentration of Bryg is especially
sensitive to reactions (19) and (20), it is not significantly correlated
to reaction (18) even though this reaction is primarily responsible
for the production of BrO). This means that reactions (19) and (20)
are the rate-limiting steps in the production and destruction
pathways of Bry(g) via gas-phase chemistry (the regression analysis
identifies only those input parameters to which Bry(g) production is
most sensitive). These two reactions contribute over 90% to the
uncertainty of the predicted Bry(g), but this should be viewed as an
indicator of the importance of reactions (19) and (20) in predicting
bromine concentrations under photolytic conditions rather than an
incentive for additional experimental work, for which there is
a significant literature (Atkinson et al., 2004; Sander et al., 2006).

Interestingly, predicted Bryg) is positively correlated with the
destruction of ozone by photolysis (8=0.06, 0.05, 0.05). The
photolysis of ozone produces O('D) and, subsequently, OHg)
through the reaction

1
O('D)g)+H20(5) —20Hg), (21)

which is positively correlated with Bryg) production (§ = 0.03, 0.02,
0.02) as well. Since reactions (1) and (18) plus (19) can produce
Bry(g) directly in the gas-phase using ozone, and OH(g) can destroy
Bry(g) through the reaction,

OH(g) + Bry(g) —HOBr ) + Br(g), (22)
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Fig. 6. The predicted concentration of Osg), averaged over all simulations, for each
scenario.

one might assume that the destruction of ozone should be nega-
tively correlated with predicted Bry(g), like reaction (22) (8 = —0.02,
—0.03, —-0.03). However, the hydroxyl radicals also may undergo
reaction (2) and produce Bry(g). This result is of little consequence
though, since ozone (and therefore hydroxyl radicals) is depleted in
the system relatively quickly and interface reaction (2) produces
a significant amount of Bryg) only for a relatively short period of
time.

The second route for producing Bryg) during illumination is
through aqueous-phase chemistry and then mass transfer to the
gas-phase. Fig. 7 shows that after 600 s Bry(g) is generated primarily
though mass transfer from the aqueous-phase, implying that
aqueous-phase chemistry plays the largest role in determining the
concentration of Bry). The importance of aqueous-phase chem-
istry also is suggested by observing that the pH in Fig. 5 increases
rapidly by about three-quarters of a pH unit after 600 s, coinciding
with the surge in Bryg) seen in Fig. 2. This increase in OH(yq) is
attributed to an increase in the production rate from reaction (11)
(see Supplementary Fig. 1). The concentration of Br(aq) varies at
most 15% throughout all simulations due to its large initial
concentration and so the increased rate of reaction (11) is a result of
a substantial increase in HOBr(aq). Indeed, aqueous- and gas-phase
HOBr increase by more than one order of magnitude over the base
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Fig. 7. The Bry) production rate, averaged over all simulations, via various mecha-
nisms for the LightT600 scenario. The wall-loss rate is shown as positive in this figure
because the y-axis is logarithmic; the actual wall-loss rate is negative.

case after the UV lamps turn on (see Supplementary Figs. 2 and 3).
There is a net flux of HOBr into the gas-phase before 600 s which
suddenly switches to a relatively large net flux into the aqueous-
phase once illumination begins, suggesting that gas-phase HOBTr is
produced at a much faster rate during illumination (see Supple-
mentary Fig. 4). In MAGIC, there are two gas-phase reactions that
produce HOBT, reaction (22) of OHg) with Bryg) and reaction (23),

HOz(g) + Bl‘O(g) —>HOBr(g) + OZ(g)~ (23)

HOBr(g) production through reaction (22) is over one order of
magnitude larger than through reaction (23). These reactions,
while both producing HOBr (g), affect Bry(g) differently. Reaction (22)
destroys Bry(g) and OHg) (that can produce Bry(g) via reaction (2)),
and produces bromine radicals that aid in the catalytic destruction
of ozone (that can produce Bry(g) via reaction (1)) through reactions
(18) and (20). While the HOBr(g) product from reaction (22) can
produce Br; by transferring to the aqueous-phase and reacting with
Br(aq) through reaction (11), the negative regression coefficients on
reaction (22) (6= -0.02, —0.03, —0.03) mean that this reaction
leads to net loss of Bry(g). Reaction (23) produces HOBr, which can
create Br, by the aqueous mechanism described above, and
destroys a BrO(g) molecule, which could have aided in the catalytic
destruction of ozone. Thus, this reaction is positively correlated
with predicted Bryg) (8 = 0.05, 0.06, 0.06).

The near time-independence of the regression coefficients is likely
due to ozone being depleted rapidly in the system (Fig. 3). After the
surge in Bryg) production upon illumination, there is insufficient
ozone to fuel further bromine production. Only the coefficients on the
first-order wall-loss rate change with time (§ = —0.02, —0.05 and
—0.12) as it becomes the dominant influence on Bry(g). None of the
parameters discussed here have uncertainty contributions large
enough to justify additional extensive experiments.

3.2.2. LightT10 scenario

A second set of simulations are conducted in which the system
undergoes dark reactions for the first 10 s, at which time the system
is illuminated (detailed results for the LightT10 scenario are listed
in Supplementary Table 2). As in the LightT600 scenario, the
regression analysis for the LightT10 scenario is conducted at the
time of the peak Bryg) concentration (~500 s), 500 s after the peak
concentration occurs, and 1500 s after the peak concentration
occurs. The behavior of the system is similar to the LightT600
scenario but shifted 590 s earlier; upon illumination at 10s, Bry(g)
and pH increase rapidly while O3 decreases sharply.

In the LightT10 scenario, the predicted bromine concentration
has reduced sensitivity to reaction (1) (6 = 0.01 for all three times)
due to the decreased amount of time ozone is present in the system
in sufficiently large concentrations. The regression coefficients on
reaction (2) (6 =0.03 for all three times) are virtually unchanged
from the LightT600 scenario. This is expected since this reaction
depends on the concentration of OH(g which only forms in
significant quantities immediately following the start of
illumination.

The reduced time that Bry) may be produced effectively by
reaction (1) in the LightT10 scenario leads to a slight decrease
(~5 ppbv) in [Bryg)]peak compared to the LightT600 scenario. At
the start of illumination, less Bryg) is available to photolyze and
produce intermediates such as HOBr through the mechanism
described above, and therefore less Bry is formed in the aqueous-
phase. All other results from LightT10 scenario are qualitatively the
same as the LightT600 scenario. Supplementary Table 2 does not
suggest any alternate pathways, indicating that the underlying
chemistry does not depend greatly upon when the lights are turned
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on, i.e., on the initial concentrations of species such as HOBr that are
formed in the dark.

3.2.3. MBL scenario

Another set of simulations is conducted to reproduce conditions
found in the marine boundary layer (MBL) at sunrise. In the MBL
scenario, initial Osg) is lowered to 100 ppbv, initial COy) is
increased to 380 ppmv, and droplet pH is lowered to a constant
value of 4. The system is illuminated by UV light after 600 s of
darkness, as in the LightT600 scenario. The reduction of [O3(g)]o by
an order of magnitude in the MBL scenario leads to an order of
magnitude reduction in total Bryg) output, with [Bry)] peaking at
12 ppbv. However, results of the MBL scenario are similar to the
other two light scenarios, despite significant changes in aerosol pH
and initial gas concentrations (see Supplementary Table 3 for
detailed results). Upon illumination, the photolysis of ozone and
bromine creates reactive species that produce HOBr,). Then,
HOBr (g dissolves into the aerosols and reacts with other aqueous
species producing aqueous bromine, which escapes to the gas-
phase. The concentration of gas-phase bromine increases rapidly
until ozone is depleted in the system. Mass transfer of bromine
from the aqueous-phase to the gas-phase remains the dominant
source of Bry(g).

The main difference between the other light scenarios and the
MBL scenario is in the reaction that produces aqueous bromine.
When the aerosol pH is basic as in the LightT10 and LightT600
scenarios, reaction (11) dominates Bry(,q) production. In the acidic
MBL scenario, the abundance of Hizq) means that Bra(aq) is produced
primarily through

HOBr (3q) + Br(yq) + H;

(aq) HBI’z(aq) + H,0. (24)

Reaction (24) produces Bry(,q) at a rate nearly three times greater
than reaction (11) in the MBL scenario. Another significant differ-
ence between the MBL and other light scenarios is that bromine
output becomes more sensitive to reaction (22) and the mass
accommodation coefficient for OH, while becoming insensitive to
aqueous-phase reaction rate constants, Henry’s law constants, acid-
base equilibrium constants, and other mass accommodation coef-
ficients. The regression coefficient for reaction (22) increases from
—0.03 in the LightT600 scenario to —0.21 in the MBL scenario, and
the mass accommodation coefficient for OH goes from not being
significantly correlated in the LightT600 scenario to 0.07 in the MBL
scenario. The destruction of Bry(g) through reaction (22) and removal
of OH(g) from the gas-phase (which decreases the OH(g) available to
destroy Bry(g)) become important rate-limiting steps in the system.
However, reactions (19) and (20) still have the largest regression
coefficients (§ = 0.44 and —0.46, respectively) and remain the most
important rate-limiting steps in bromine production.

In summary, ozone is the key initiator for bromine production for
all scenarios examined in this paper either through interface reac-
tion (1), bulk aqueous-phase chemistry, or as the precursor of OHg).
In the dark scenarios, O3(g) produces Bry(g) primarily through inter-
face reaction (1) simultaneously with reactions in the bulk aqueous-
phase. The sensitivity analysis demonstrates that Bryg) output is
most sensitive to interface reaction (1) and that further study of its
reaction probability (y’) could greatly improve the accuracy of
kinetics models. Unfortunately, measuring interface reaction
kinetics is difficult experimentally and no studies have measured 7y’
directly for either interface reaction (1) or (2). The aqueous-phase
reaction (11) of HOBr with Br~ and (12) of Br, with OH™ may be good
candidates for future study as both input parameters present rela-
tively large uncertainty ranges and regression coefficients.

In the illuminated scenarios, ozone is quickly depleted due to
photolysis and catalytic destruction by reactions (18) and (20).

Upon illumination, most gas-phase bromine is produced through
a complex mechanism involving the creation of HOBr in the gas-
phase, its uptake into the aqueous-phase, production of Bra(aq)
through reaction (11) if aerosol pH is basic, and mass transfer of
bromine to the gas-phase. If aerosol pH is acidic, production of
Bry(aq) proceeds primarily through reaction (24). Interface reactions
are secondary pathways to bromine formation, as evidenced by
their diminished regression coefficients. Once ozone is depleted in
the system, Bryg) production shuts down.

3.3. Atmospheric implications

Dramatic ozone destruction at ground level in the Arctic at polar
sunrise was first reported in 1988 by Barrie and coworkers and
appeared to be associated with bromine chemistry (Barrie et al.,
1988). Molecular bromine with smaller amounts of BrCl was
subsequently measured in field campaigns during the polar winter,
and shown to be anti-correlated to O3g) when the sun came up
(Foster et al., 2001), consistent with a bromine atom initiated chain
destruction of O3(g). Although far less dramatic, a phenomenon
dubbed “sunrise ozone destruction” has also been observed in mid-
latitudes and attributed to bromine from sea salt (Dickerson et al.,
1999; Nagao et al., 1999). In the presence of chloride ions, e.g., as in
sea salt, HOBr generated in bromine oxidation can react with Cl~ to
form BrCl (Abbatt, 1994; Kirchner et al., 1997; Abbatt and
Waschewsky, 1998; Oum et al., 1998; Ivey and Foster, 2005;
Simpson et al., 2007). Iodide ions also may play an important role in
enhanced bromine activation (Calvert and Lindberg, 2004; Saiz-
Lopez et al., 2007; Simpson et al., 2007; Read et al., 2008). This work
only examines mechanisms of bromine activation from inorganic
Br-containing compounds and the results of this work likely
underestimate the amount of bromine that could be released if
inter-halide chemistry was included in the model.

Despite the recognition of the role of bromine in determining
ozone levels both in the poles and mid-latitudes, the mechanisms
of production of the bromine atom precursors are not well under-
stood. Several researchers have suggested that Bry) is generated
by the oxidation of Br(zq) by O3(g) in the quasi-liquid layer on the
snowpack (Impey et al, 1997; Oum et al., 1998; Sumner and
Shepson, 1999). The present results suggest that reaction at the air—
liquid interface may play a significant role in forming Bry(g) during
the polar winter, and during dark periods at mid-latitudes. This
clearly highlights the need to determine experimentally the reac-
tion probability for reaction (1) as a function of the surface and
bulk-phase bromide ion concentration, in mixtures of bromide and
chloride representative of the polar snowpack and of sea-salt
particles, and as a function of temperature.

The principal mechanisms of bromine activation may differ
depending on many factors, including temperature. Observations of
BrO in the region of salt lakes when the temperature is above
freezing indicate that cold temperatures are not always required for
halogen activation (Hebestreit et al., 1999; Stutz et al., 2002; Hon-
ninger et al., 2004). The mechanisms by which halogen activation
occurs at salt lakes may differ from those in polar regions, which
seem to be enhanced by colder temperatures (Tarasick and Bot-
tenheim, 2002). The chamber experiments and computer simula-
tions are conducted at 298 K and do not have the ice structures
found in polar regions. Sub-freezing processes that are potentially
important to halogen activation in cold climates include freezing of
sea water which pushes brine to the surface of the newly forming
sea ice and provides a saline surface on which halogen activation
can take place. While the results in this study are more applicable to
bromine activation in warmer regions, the overall conclusions are
likely to apply to the polar regions as well.
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Sumner and Shepson (1999) first reported very active photo-
chemistry in the polar snowpack, leading to oxidation of organics
and the formation of products such as HCHO. This photochemistry
also generates oxides of nitrogen including HONO (Jones et al.,
2000; Jones et al., 2001; Zhou et al., 2001; Beine et al., 2002; Wolff
et al., 2002; Chu and Anastasio, 2003; Cotter et al., 2003; Chu and
Anastasio, 2007; George and Anastasio, 2007; Grannas et al., 2007;
Wang et al., 2007; Galbavy et al., 2007a; Galbavy et al., 2007b; Davis
et al,, 2008) and it is clear that OH(g) radicals play a significant role
in the snowpack (Beyersdorf et al., 2007). However, the present
study shows that although the reaction probability for the OH(g)
oxidation of bromide at the surface is expected to be large, this
interface reaction is overwhelmed by the very fast bulk aqueous-
phase chemistry. As a result, more definitive measurements of the
OH(g)~Br(surface) interface reaction probability, while interesting and
worthwhile from a fundamental chemistry perspective, are not
expected to make a large difference in computer kinetics modeling
predictions of the contribution of bromine chemistry to tropo-
spheric chemistry.
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Appendix. Supplementary data

Supplementary Figure 1: The OH(aq) production rate via reaction
(11), averaged over all simulations, for each scenarios. Supple-
mentary Figure 2: The concentration of HOBr(,q), averaged over all
simulations, for each scenario. Supplementary Figure 3: The
concentration of HOBr(g), averaged over all simulations, for each
scenario. Supplementary Figure 4: The HOBr mass transfer rate
from the aqueous-phase to the gas-phase, averaged over all simu-
lations, for each scenario. A negative rate means that the aerosols
act as a sink for HOBr. Supplementary Table 1: Mean (x*) and
standard deviation (o) of the input parameters examined in this
study. Supplementary Table 2: Results from the sensitivity and
uncertainty analyses for the LightT10 scenario at three different
simulation times. Supplementary Table 3: Results from the sensi-
tivity and uncertainty analyses for the MBL scenario at three
different simulation times. Supplementary Table 4: Results from
the sensitivity and uncertainty analyses for the AtmosCO, scenario
at three different simulation times. Supplementary Table 5: Results
from the sensitivity and uncertainty analyses for the Acidic scenario
(pH maintained at 4.0) at three different simulation times.
Supplementary Table 6: Results from the sensitivity and uncer-
tainty analyses for the Large Aerosols scenario at three different
simulation times.

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.atmosenv.2009.04.006.
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